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From the Editor 

 
International Workshops on Multiple Criteria Decision Making are  scientific 
conferences organized every two years by the Department of Operations Re-
search, University of Economics in Katowice, Poland. They are devoted to the 
theory and applications of multiobjective optimization, goal programming and 
multiple criteria decision aid. Papers presented at the workshops discuss various 
practical problems solved by MCDM methods in economics as well as in con-
struction ecology, transportation, health care, education and other fields. After  
a presentation at the workshop and the blind review process, they are often pub-
lished in the journal Multiple Criteria Decision Making. Selected papers, pre-
sented at the Seventh International Workshop on Multiple Criteria Decision 
Making held in Ustroń, Poland, on 2-4 April, 2017, are included in the first part  
of this volume. The second part contains regularly contributed papers.  

In the paper Bicriteria optimization in the risk-adjusted newsvendor prob-
lem (M. Bieniek), a problem in which the first objective is the classical maximi-
zation of the expected profit and the second one is the satisficing-level objective 
is studied with various degrees of risk tolerance. The formulas obtained are illus-
trated with exponentially distributed demand.  

The paper Multicriteria analysis of the success of research projects  
(B. Gładysz, D. Kuchta) shows that Data Envelopment Analysis is an important 
tool for the evaluation of R&D activities. 

In the paper BIPOLAR MIX – a method for mixed evaluations and its appli-
cation to the ranking of European projects, D. Górecka presents a new discrete 
MCDA tool developed for mixed performance of alternatives and its application.  

The paper Trade-off guided search for approximate Pareto optimal portfolios 
(P. Juszczuk, I. Kaliszewski, J. Miroforidis) attempts to represent the Pareto 
Front in the Markowitz mean-variance model by two-sided discrete approxima-
tions. 

The paper Supporting multicriteria fuzzy decisions on the Forex market  
(P. Juszczuk, L. Kruś) deals with decisions made by a decision maker using 
technical analysis indicators. The method proposed allows to extend the number of 
currency pairs analyzed, without significantly increasing the computation time. 
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In the paper Comparing the crisp and fuzzy approaches to modelling pref-
erences towards health states, B. Kamiński and M. Jakubczyk test whether 
treating the impact of health worsening (defined using the EQ-5D-5L descriptive 
system, i.e. decomposing health status into five criteria) as a fuzzy concept can 
improve the model fit. 

In the paper New results on the quality of recently introduced index for  
a consistency control of pairwise judgments, P.T. Kazibudzki examines the ef-
ficiency of a recently proposed consistency index based on the redefined idea of 
triads inconsistency within Pairwise Comparison Matrices. The quality of the 
proposal is studied and compared to other ideas with the application of Monte 
Carlo simulations.  

In the paper Multicriteria assessment of the academic research activity  
(D. Kuchta, R. Ryńca, Y. Ziaeian, A. Grudziński) a network DEA approach to 
deal with efficiency assessment is presented and applied to the assessment of 
performance of members of an academic faculty of Wroclaw University of Sci-
ence and Technology.  

In the paper Assessing the strategic factors and choosing the development 
scenarios for local administrative units using AHP, A. Łuczak studies strategic 
factors (objectives, tasks and development scenarios) and selects the best scenar-
io for local administrative units.  

In the paper The use of initial filters to direct search in decision processes, 
D.M. Ramsey considers strategies based on the filtering of initial information.  
A new model is presented according to which the goal of the decision maker is 
to maximize her or his expected reward from search taking into account the 
search costs.  

The paper DEMATEL as a weighting method in multi-criteria decision 
analysis (A. Kobryń) is the first of the regularly contributed papers. A new 
weighting procedure is proposed and verified.  

The paper Interactive procedure for multiobjective dynamic programming 
with the mixed ordered structure (M. Nowak, S. Sitarz, T. Trzaskalik) is the 
second of the regularly contributed papers. It presents a multiobjective dynamic 
programming problem with the values of the criteria function in ordered struc-
tures. The ordered structures and the proposed procedure are illustrated by nu-
merical examples.  
 

Tadeusz Trzaskalik  



 
 
 
 
 
 
 

Part I 
 

Papers presented during the Seventh International Workshop  
on Multiple Criteria Decision Making 
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BICRITERIA OPTIMIZATION IN THE RISK-ADJUSTED 
NEWSVENDOR PROBLEM 

 
DOI: 10.22367/mcdm.2017.12.01 
 

Abstract 
 

In this paper, we study the newsvendor problem with various degrees of 
risk tolerance. We consider bicriteria optimization where the first objective is 
the classical maximization of the expected profit and the second one is the 
satisficing-level objective. The results depend on the risk coefficient and are 
different for a risk-neutral, a risk-averse, and a risk-seeking retailer. We find 
the compromise solution of the bicriteria newsvendor problem numerically, 
since the two objectives are mutually conflicting. The formulas obtained are 
illustrated with exponentially distributed demand. 

 

Keywords: stochastic demand, newsvendor problem, bicriteria optimization, risk. 
 
1 Introduction 
 

The single-period newsvendor problem is one of the most fundamental inventory 
models (cf. Silver et al., 1998). In the classical version of this problem the objec-
tive is to maximize the expected profit, but many other objectives can be used.  
A survey of this topic has been performed recently by Qin et al. (2011). Some-
times, it is more relevant to consider the retailer’s risk tolerance. In the news-
vendor model, various degrees of risk can be assumed. The most popular meas-
ures assuming risk aversion are Value-at-Risk (VaR) and Conditional Value-at-
Risk (CVaR). Lately, Teunter et al. (2013a) have studied how the capacity for 
uncertainty influences inventory decisions of a risk-averse newsvendor using the 
VaR and CVaR criteria. These criteria have also been studied by Teunter et al. 

                                                 
*  Maria Curie-Skłodowska University, Economic Faculty, Department of Statistics and Economet-

rics, Lublin, Poland, e-mail: milena.bieniek@poczta.umcs.lublin.pl. 
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(2013b), but with uncertainty in the shortage cost. Moreover, in Teunter et al. 
(2014), under the CVaR criterion, the authors obtain the optimal quantity and 
pricing decisions under both quantity and pricing competition. The most recent 
papers in this field are, among others, Őzler (2009), Wang and Webster (2009), 
Xinshenga et al. (2015), Rubio-Herrero et al. (2015), Dia and Mengb (2015), 
Ray and Jenamani (2016) and Ye and Sun (2016). 

The degree of risk tolerance is studied in Arcelus et al. (2012b) and Raza et al. 
(2017), too. In these papers, the authors consider the newsvendor model with ran-
dom and price-dependent demand. Among other objectives, they use the risk coeffi-
cient into the satisficing-level objective. In general, the satisficing-level objective is 
defined as the maximization of the probability of the event that the profit is greater 
than or equal to the prespecified target profit. The satisficing-level objective in the 
newsvendor problem is treated, for instance, in Kabak and Shiff (1978), Lau (1980), 
Li et al. (1991), Yang (2011) or Pinto (2016). The satisficing-level objective with  
a moving target and price independent demand is explored in Parlar and Weng 
(2003), Arcelus et al. (2012a) and Bieniek (2016), but for a risk-neutral retailer. The 
moving target considered in these papers is the expected profit. 

Here we continue the study of a similar problem, but with a risk-adjusted re-
tailer. It should be noted that the risk-adjusted expected profit is defined in Arce-
lus et al. (2012b). Moreover, in this paper, the probability of the event that the 
classical profit is greater than or equal to the risk-adjusted expected profit is 
maximized for uniformly distributed demand. We analyse a more relevant and 
more generalized objective, where the profit is replaced by the risk-adjusted 
profit (a notion introduced in our paper). This is a more appropriate approach to 
the matter since we study the preferences of the retailer of each kind. Addition-
ally, we solve the satisficing-level risk-adjusted newsvendor problem for general 
distribution. As a result, we obtain approximate solutions which are strictly de-
pendent on the risk coefficient. We also apply the exponential distribution, which 
is widely used in practice, to the results obtained. Since the exponential distribu-
tion is mathematically tractable, we are able to obtain exact solutions to the 
problem. It should be emphasized here that the use of the uniform distribution in 
Arcelus et al. (2012b) also gives exact results, but in real life there are no prod-
ucts whose demand can be modelled by this distribution. Moreover, in our opin-
ion, in the paper cited the solution is not complete because some special cases of 
the problem should be added and the solution should depend on the risk coeffi-
cient. This gap can be complemented by our paper. 

Furthermore, in our study we combine the satisficing-level objective with the 
classical expected profit objective into the bicriteria index. Here the classical objec-
tive is to maximize the risk-adjusted expected profit and the satisficing-level objec-
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tive is to maximize the probability that the risk-adjusted profit is greater than or 
equal to the risk-adjusted expected profit. Since these two objectives are mutually 
conflicting, we find the compromise solution which can be done numerically. 

The rest of the paper is organized as follows. Section 2 is devoted to the general 
bicriteria risk-adjusted newsvendor problem and provides the basic notation and 
definitions. The notion of a bicriteria index is also recalled. The risk coefficient is re-
called and the notion of the risk-adjusted profit is introduced. Approximate solutions 
of the satisficing-level model and the bicriteria model are presented for the general 
distribution. In Section 3, the exponential distribution is applied to the results ob-
tained, which allow us to give exact solutions. Next, we illustrate the formulas ob-
tained by a numerical example and draw graphs of auxiliary functions. Finally, we 
perform sensitivity analysis of the changes of the risk coefficient. 
 

2  The bicriteria newsvendor problem with the risk-adjusted  
profit – general case 

 
In this section, we recall the definitions of the profit function and the risk-
adjusted expected profit, and introduce the definition of the risk-adjusted profit. 
Using these quantities, we solve the newsvendor problem with a classical risk-
adjusted expected profit objective and with a risk-adjusted satisficing-level ob-
jective. Finally, we investigate the bicriteria problem with both these objectives. 

In the classical newsvendor problem, we examine a retailer who wants to ac-
quire ܳ units of a given product subject to random demand. We use the follow-
ing notation. Let: 
 • > 0 be the selling price for unit (unit revenue); 
• ܿ > 0 be the purchasing cost per unit; 
ݏ • > 0 be the unit shortage cost; 
 ;be the unit salvage value (unit price of disposing any excess inventory) ݒ •
• ݂(. ) and ܨ(. ) be the probability density function and the cumulative distribu-

tion function of the demand with mean µ; 
ߣ •  0 be the risk coefficient. 

The standard assumption is ݒ ൏ ܿ ൏ -The risk coefficient expresses the risk tol .
erance of the retailer. There are four risk categories. Namely, for ߣ ൌ 0 we have a risk-
less retailer and for ߣ ൌ 1, a risk-neutral retailer. For 0 ൏ ߣ ൏ 1 we are dealing with  
a risk-seeker and for ߣ > 1, with a risk-averse retailer (cf. Arcelus et al., 2012b). 

We define the risk-adjusted profit by the formula: ߨఒ(ܳ, (ݔ ൌ ൜ ) െ ݔ(ܿ െ ܿ)ߣ െ ܳ)(ݒ െ ,(ݔ ݔ ݂݅  )ܳ െ ݔ(ܿ െ )ߣ  ݏ െ ݔ)(ܿ െ ܳ), ݔ ݂݅ > ܳ, 
where ܳ is the order quantity and ݔ is the realized demand. Then the risk-
adjusted expected profit ܧఒ is equal to: 
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(ܳ)ఒܧ ൌ ) െ ܿ)µ െ ߣ (ܿ െ ܳ)(ݒ െ µ)  )  ݏ െ (ݒ න(ݔ െ ∞ݔ݀(ݔ)݂(ܳ

ொ .  (1) 

Arcelus et al. (2012b) justify using the risk coefficient as follows. They state 
that the first term in the formula for the risk-adjusted expected profit, without the 
risk coefficient, stands for certain gains. The second term, with the risk coeffi-
cient, indicates uncertain losses and includes the variability of the random de-
mand. From this definition, we can further see that the higher the degree of risk-
aversion, the higher the value of the risk coefficient. 

Now, if the objective is to maximize the risk-adjusted expected profit, then 
this model gives the same optimal order quantity as the model for a risk-neural re-
tailer and does not depend on λ. Because of that the order quantity maximizing the 
risk-adjusted expected profit ܳாכ  can be obtained from: ܨ(ܳாכ ) ൌ )  ݏ െ )/(ܿ   ݏ െ  .(ݒ

But, in the satisficing-level model, where the objective is to maximize the 
survival probability, the results depend on the risk coefficient. Here the so-called 
survival probability ܪఒ(ܳ) is the probability of the event that the risk-adjusted 
profit is greater than or equal to the risk-adjusted expected profit, namely: ܪఒ(ܳ) ൌ ܲ൫ߨఒ(ܳ)   .ఒ(ܳ)൯ܧ

Let ܳுכ  be the optimal order quantity which maximizes ܪఒ(ܳ). The following 
theorem is crucial for the subsequent analysis because it gives the possible ex-
pressions for the survival probability. 
 
Theorem 1 
1. If [( െ ܿ)(1 െ (ߣ െ ݏߣ ൏ 0 and ߣ ൏ 1ሿ or ߣ > 1 then the profit function ߨఒ(ܳ,  is increasing-decreasing as a function of the realized demand, and (ݔ

the survival probability is equal to: ܪఒ(ܳ) ൌ න మ(ொ)ݔ݀(ݔ)݂
భ(ொ) . 

2. If ( െ ܿ)(1 െ (ߣ െ ݏߣ > 0 and ߣ ൏ 1 then the profit function ߨఒ(ܳ, -is in (ݔ
creasing as a function of the realized demand, and the survival probability: 
a)  for ܧఒ(ܳ) ൏ ) െ ܿ)ܳ is given by: ܪఒ(ܳ) ൌ න ∞ݔ݀(ݔ)݂

భ(ொ) , 
b) for ܧఒ(ܳ)  ) െ ܿ)ܳ is given by: ܪఒ(ܳ) ൌ න ∞,ݔ݀(ݔ)݂

మ(ொ)  
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where ܦଵ(ܳ) ൌ max ሼ0, ݇(ܳ)ሽ with: ݇(ܳ) ൌ (ܿ െ ܳ(ݒ  (ܳ)ఒܧ െ ݒ  

and ܦଶ(ܳ) ൌ max ሼ0, ݈(ܳ)ሽ with: ݈(ܳ) ൌ )  ݏ െ ܿ)ܳ െ ݏ(ܳ)ఒܧ . 
 
Proof 
In this theorem, as compared with the earlier results by Parlar and Weng (2003), 
the new case 2) occurs. This is a consequence of introducing the risk coefficient. 
Thus, it is enough to prove this case. Note that if ( െ ܿ)(1 െ (ߣ െ െ ݏߣ > 0 
and ߣ ൏ 1 then the slope of the profit function is positive and ܧఒ(ܳ) can be 
greater than ( െ ܿ)ܳ, which proves the desired result. 

In Figure 1 we illustrate this theorem by the graphs of the profit function as  
a function of the realized demand. 

 
 

Figure 1. Profit function ߨఒ(ܳ, )] for (ݔ െ ܿ)(1 െ (ߣ െ ݏߣ ൏ 0 and ߣ ൏ 1ሿ or ߣ > 1 
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Figure 2. Profit function ߨఒ(ܳ, ) for (ݔ െ ܿ)(1 െ (ߣ െ ݏߣ > 0 and ߣ ൏ 1 
 
Remark 1 
Using formula (1), the expressions in the theorem can be written as: ݇(ܳ) ൌ µ െ )ߣ  ݏ െ (ݒ  ݔ) െ ொ∞ݔ݀(ݔ)݂(ܳ െ ܿ  ܿ)ߣ െ (ݒ  

and: ݈(ܳ) ൌ ) െ ܿ  ܿ)ߣ െ µ((ݒ െ )ߣ  ݏ െ ሾܳ(ݒ   ݔ) െ ொ∞ݔ݀(ݔ)݂(ܳ ሿ െ ܿ െ )ߣ  ݏ െ ܿ) . 
 
Remark 2 
Case b) of Theorem 1 is satisfied for a risk-seeker and for products for which ( െ ܿ)(1 െ ߣ/(ߣ >  It corresponds to the situation when the shortage cost per .ݏ
item is smaller than the maximal profit per item multiplied by ଵିఒఒ . 

Now, we examine the variability of the survival probability. To this aim it is 
necessary to analyse the variability of the limit functions. First, we explore the 
monotonicity and the zeros of these functions. Note that all results involve the 
risk coefficient. 

For the lower limit, we have: ݇(0) ൌ ) െ ܿ)(1 െ (ߣ െ ݏߣ െ ܿ  ܿ)ߣ െ (ݒ µ. 
Thus ݇(0) > 0 for [( െ ܿ)(1 െ (ߣ െ ݏߣ > 0 and ߣ ൏ 1ሿ and ݇(0) ൏ 0 for 

)] െ ܿ)(1 െ (ߣ െ ݏߣ ൏ 0 and ߣ ൏ 1ሿ or ߣ > 1. Moreover: 
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݇ ′(ܳ) ൌ )ߣ  ݏ െ (ݒ െ ܿ  ܿ)ߣ െ (ݒ (1 െ ((ܳ)ܨ > 0 

and: ݇′′(ܳ) ൌ െ )ߣ  ݏ െ (ݒ െ ܿ  ܿ)ߣ െ (ݒ ݂(ܳ) ൏ 0, 
which implies that ݇(ܳ) is concave and increasing. For [( െ ܿ)(1 െ (ߣ െ ݏߣ ൏ 0 
and ߣ ൏ 1ሿ or ߣ > 1 let ܳଵ be such that ݇(ܳଵ) ൌ 0. This implies that ܦଵ(ܳ) is 
equal to 0 on the interval (0, ܳଵ) and is an increasing function of the order 
quantity for Q ≥ Q01. Moreover, it tends to µ as ܳ tends to infinity. 

For the upper limit, we have: ݈(0) ൌ µ, ݈′(ܳ) ൌ െ ఒ(ା௦ି௩)(ି)(ଵିఒ)ିఒ௦ (ܳ)′′݈ ,(ܳ)ܨ ൌ െ )ߣ  ݏ െ )(ݒ െ ܿ)(1 െ (ߣ െ ݏߣ ݂(ܳ). 
Let ܳଶ be such that ݈(ܳଶ) ൌ 0. If ( െ ܿ)(1 െ (ߣ െ ݏߣ > 0 and ߣ ൏ 1 then 

the upper limit ܦଶ(ܳ) is decreasing for ܳ  ܳଶ and equal to 0 for ܳ > ܳଶ, 
otherwise ܦଶ(ܳ) is increasing and tends to infinity as ܳ tends to infinity. 

Additionally, for [( െ ܿ)(1 െ (ߣ െ ݏߣ ൏ 0 and ߣ ൏ 1ሿ or ߣ > 1 if: ܦଶ′ (ܳெ) െ ′ଵܦ (ܳெ) ൌ 0, 
then we infer that the minimum distance between the limit functions is attained 
for ܳெ such that ܨ(ܳெ) ൌ ሾ( െ ߣ)(ܿ െ 1)  )ߣሿ/ሾݏߣ  ݏ െ  ሿ (cf. Parlar(ݒ
and Weng, 2003). 

Using the above properties, we obtain the approximate solution for the satis-
ficing-level model which is later used in the bicriteria model. The next theorem 
holds for a risk-adjusted retailer. It is equivalent to the theorem for a risk-neutral 
retailer presented in Parlar and Weng (2003). In our case, the solution involves 
the risk coefficient and one more additional case occurs. 
 
Theorem 2 
1. If [( െ ܿ)(1 െ (ߣ െ ݏߣ ൏ 0 and ߣ ൏ 1ሿ or ߣ > 1 and if for some 

parameters , ,ݏ (ܳ)ܽ :we have ݒ ൏ ܳ ݎ݂ (ܳ)ܾ > ܳெ, 
where ܽ(ܳ) ൌ (ܳ)ܾ and ((ܳ)ଵܦ)݂/((ܳ)ଶܦ)݂ ൌ ఒ௦ି(ଵିఒ)(ି)ିఒ௩ି(ଵିఒ) ଵିி(ொ)ி(ொ) , then the 

survival probability ܪఒ(ܳ) is decreasing on (ܳெ,∞) and attains its maximum on 
the interval (ܳଵ, ܳெ). 
2. If ( െ ܿ)(1 െ (ߣ െ ݏߣ > 0 and ߣ ൏ 1 then the survival probability ܪఒ(ܳ) 

attains its maximum at ܳଵ, defined by ܧఒ(ܳଵ) െ ) െ ܿ)ܳଵ ൌ 0. Then the 
maximal survival probability is equal to 1 െ  .(ଵܳ)ܨ
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Proof 
It is enough to prove 2). In this case, the risk-adjusted profit function is an increasing 
function of the realized demand. Furthermore, ܧఒ(0) ൌ ሾ( െ ܿ)(1 െ (ߣ െ
 is a convex function for all ܳ>0. This (ܳ)ߣܧ ,µ > 0 and, additionallyݏߣ −
implies that there exists ܳଵ such that ܧఒ > ) െ ܿ)ܳ for ܳ ൏ ܳଵ, ܧఒ ൏ ) െ ܿ)ܳ 
for ܳ > ܳଵ and ܧఒ(ܳଵ) ൌ ) െ ܿ)ܳଵ. These inequalities are illustrated in Figure 3. 
Therefore, we have ܦଵ(ܳଵ) ൌ -ଶ(ܳ) is in this case a deܦ ଶ(ܳଵ)= ܳଵ. Sinceܦ
creasing function of Q and ܦଵ(ܳ), an increasing function of ܳ, then using Theo-
rem 1b we see that the optimal order quantity is ܳଵ and the maximum survival 
probability is ܪఒ(ܳଵ) ൌ  ொభ∞ݔ݀(ݔ)݂ , which gives the desired result. 
 

 
 

Figure 3. Functions: ( െ ܿ)ܳ (dashed) and ܧఒ(ܳ) (solid) for ( െ ܿ)(1 െ (ߣ െ ݏߣ > 0 and ߣ ൏ 1 
 

Now we combine both objectives in the bicriteria newsvendor model. These 
objectives are mutually conflicting. For this reason, the bicriteria index ܻ(ܳ) is 
used, which is defined by: ఒܻ(ܳ) ൌ כఒܧݓ (ܳ)ఒܧ  1 െ כఒܪݓ  (ܳ)ఒܪ

(cf. Parlar and Weng, 2003). Let ܧఒכ ൌ כఒ(ܳாܧ ) and ܪఒכ ൌ כఒ(ܳுܪ ). Note also that 
both ܧఒכ and ܪఒכ are constants in the bicriteria function. The weight 0  ݓ  1 
measures the relative importance of ܧఒ(ܳ) and ܪఒ(ܳ). Our aim is to find the or-
der quantity which maximizes the bicriteria index. It can be considered as  
a compromise solution to the bicriteria problem. Let us recall that ܳுכ ൏ ܳாכ  
holds always and since the function ఒܻ(ܳ) is continuous, it attains its maximum 
on the interval (ܳுכ , ܳாכ ). The derivative of the bicriteria index is equal to 
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ܻ′(ܳ) ൌ ௪ாഊכ ′ఒܧ  (ܳ)  (ଵି௪)ுഊכ ′ఒܪ (ܳ) and it suffices to find ܳכ  such that ܻ′(ܳכ ) ൌ 0 

and then to prove that ܻ′′(ܳ) ൏ 0 for all ܳ > ܳுכ . As a result, we obtain a unique ܳכ  dependent on ߣ which maximizes the bicriteria index and satisfies the ine-
quality ܳுכ  ܳכ  ܳாכ . From now on we will write ܻכ ൌ ܻ(ܳכ ). Note that if the 
second derivative ܪ′′(ܳ) > 0 then ܻ′′(ܳ) ൏ 0for the weight ݓ such that: ݓ > (ܳ)′′ఒܪכఒܧ(ܳ)′′ఒܪכఒܧ െ  , (ܳ)′′ఒܧכఒܪ
where all ܳ > ܳுכ . The compromise solution optimal for the bicriteria problem 
can be found numerically. 
 

3  The newsvendor problem with the risk-adjusted profit  
– exponential demand case 

 
This section shows the results of the previous section for exponentially distrib-
uted demand. Exact solutions and numerical examples are given for demand 
with the density ݂(ݔ) ൌ ,ఈ௫ି݁ߙ ݔ > 0 and the cumulative distribution function (ݔ)ܨ ൌ 1 െ ݁ିఈ௫, ݔ > 0, where ߙ > 0 is the parameter of this distribution. The 
mean demand is µ ൌ ଵఈ. In this case, the order quantity maximizing the risk-

adjusted expected profit is ܳாכ ൌ ଵఈ ln ା௦ି௩ି௩ . 
Since for the exponential distribution we have ܳுכ ൌ ܳଵ ൌ ܳெ, which was 

proved in Bieniek (2016), the counterpart of the Theorem 2 is the following: 
 

Theorem 3 
If the demand distribution in the newsvendor problem is an exponential distribu-
tion with the parameter ߙ > 0, then the following statements hold. 
1. If [( െ ܿ)(1 െ (ߣ െ ݏߣ ൏ 0 and ߣ ൏ 1ሿ or ߣ > 1 and if for some 

parameters , ,ݏ (ܳ)ܽ :we have ݒ ൏ ܳ ݎ݂  (ܳ)ܾ > ܳ, 
where ܽ(ܳ) ൌ ݁ିఒ(మ(ொ)ିభ(ொ)) and ܾ(ܳ) ൌ ఒ௦ି(ଵିఒ)(ି)ିఒ௩ି(ଵିఒ) షഀೂଵିషഀೂ, then then the 

survival probability attains its maximum value at ܳுכ ൌ ଵఈ ln ା௦ି௩ି௩ା(ି)/ఒ and this 

maximum value is equal to: 

כܪ ൌ כுܳ)ܪ ) ൌ 1 െ ቌ െ ߣܿ  ܿ െ ݒ െ ݒ  ݏ ቍ ఒ(ି௩ା௦)(ି)(ఒିଵ)ାఒ௦. 
2. If ( െ ܿ)(1 െ (ߣ െ ݏߣ > 0 and ߣ ൏ 1 then the survival probability attains its 

maximum at ܳଵ, such that ܧఒ(ܳଵ) െ ) െ ܿ)ܳଵ ൌ 0. Then כܪ ൌ ݁ିఈொభ. 
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Now we illustrate the results of Theorem 3 with a graph. Figure 4 shows the 
graph of of ܪ(ܳ) for the parameters (ߙ, ,ݒ ܿ, , (ݏ ൌ (0.003, 15, 16, 30, 50). We 
assume that the risk coefficient is equal to 1.3, 1.0 and 0.7, respectively. 
 

 
 

Figure 4. Survival probability H(Q) for (ߙ, ,ݒ ܿ , , (ݏ ൌ (0.003,15,16,30,50)) with ߣ ൌ 1.3  
(dotted); ߣ ൌ 1.0 (solid) and ߣ ൌ 0.7 (dashed) 

 
We conclude that for a more risk-averse retailer the order quantity maximiz-

ing the survival probability increases and the maximal survival probability also 
increases. Furthermore, for a more risk-seeking newsvendor the optimal order 
quantity decreases along with the optimal survival probability. 

In what follows, we present a numerical example with the same parameter 
values. The optimal solution of the classical newsvendor model and the satis-
ficing-level model are calculated separately, for various values of λ. The risk co-
efficient λ is fixed and varies from 0.2 to 1.3 with step 0.1. 
 

Table 1: Sensitivity analysis for various parameters ߣ for (ߙ, ,ݒ ܿ , , (ݏ ൌ (0.003,15,16,30,50) 
כࡴࡽ ࣅ  כࡱࡽ כࡴ   כࡱ 

0.7 376.622 0.8116 1391.46 3692.64 
0.8 418.872 0.8274 1391.46 3553.5 
0.9 455.889 0.8404 1391.46 3414.35 
1.0 488.779 0.8514 1391.46 3275.2 
1.1 518.334 0.8607 1391.46 3136.06 
1.2 545.138 0.8688 1391.46 2996.91 

 
Let us analyse the results presented in Table 1. We see that the optimal order 

quantity maximizing the risk adjusted expected profit is always larger (possibly 
even three-fold) than the solution of the satisficing-level model. If the risk coef-
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ficient increases from 0.7 to 1.2 then the optimal order quantity maximizing the 
survival quantity increases from 376.622 to 545.138. Moreover, the optimal or-
der quantity in the classical objective does not depend on the risk coefficient and 
remains constant, equal to 1391.46 for any λ. But both the maximum survival 
probability and the risk adjusted expected profit depend on the risk coefficient. 
The survival probability increases from 0.811 to 0.8688 if λ increases from 0.7 
to 1.2. By contrast, the maximum risk-adjusted expected profit decreases from 
3692.64 to 2996.91 for the increasing risk coefficient. 

Now we show the results of a numerical example of the bicriteria problem. 
Note that the optimal order quantity ܳכ  can be found numerically. We assume 
that the weight increases from 0 to 1 with step 0.1. The risk coefficient ߣ is set to 
0.8, 1.0 and 1.2, respectively. We examine the sensitivity of the optimal solution 
with respect to weight ݓ. The model parameters here are also (ߙ, ,ݒ ܿ , , (ݏ ൌ ൌ (0.003, 15, 16, 30, 50). For these parameters to ensure the negativity of ܻᇱᇱ(ܳ), weight ݓ should be greater than or equal to 0.5. For ݓ ൏ 0.5 we simply 
take ܳכ ൌ ܳுכ . 
 

Table 2: Sensitivity analysis for various values of weight ݓ  
for (ߙ, ,ݒ ܿ , , (ݏ ൌ (0.003,15,16,30,50) 

כࢅࡽ ࢝ 1.2 1.2 1.0 1.0 0.8 0.8 ࣅ  כࢅࡽ כࢅ  כࢅࡽ כࢅ   כࢅ 
0.5 1300.06 0.7334 1310.09 0.7289 1317.43 0.7266 
0.6 1333.06 0.7863 1339.52 0.7827 1344.2 0.7808 
0.7 1354.96 0.8396 1359.01 0.8368 1361.93 0.8354 
0.8 1370.6 0.893 1372.91 0.8911 1374.58 0.8902 
0.9 1382.33 0.9464 1383.34 0.9455 1384.07 0.945 
1.0 ܳாכ ൌ 1391.46 1.0 ܳாכ  1.0 ܳாכ  1.0 

 
We note that as weight ݓ increases, the optimal order quantity maximizing 

the bicriteria index also increases. Moreover, for greater values of ݓ the ex-
pected profit model has an increasing influence on the bicriteria model. For this 
reason, the optimal value ܳכ  is closer to the optimal order quantity ܳாכ  of the ex-
pected profit model. Otherwise, lower values of weight imply a greater influence 
of the satisficing-level model on the bicriteria model. Additionally, for ݓ ൏ 0.5 
the order quantity maximizing the bicriteria index is assumed to be equal to the 
optimal order quantity maximizing the survival probability. All these statements 
hold for a certain fixed value of the risk coefficient. 
 

 

 



  M. Bieniek 
 
20 

4  Conclusions 
 
Our paper deals with the bicriteria optimization in the newsvendor problem with 
various risk tolerance. First, we define the risk-adjusted profit function. The first 
objective investigated is the classical objective of the maximization of the ex-
pected profit but for the risk-adjusted profit. The second objective considered is 
the maximization of the probability that the risk-adjusted profit is greater than or 
equal to the risk-adjusted expected profit. We determine the solutions separately 
for each model and then we obtain the compromise solution with two conflicting ob-
jectives. The solution of the bicriteria problem can be found numerically. Since the 
results of the satisficing-level model in the general case are approximated, we use 
the exponential distribution to determine exact solutions. All the results strictly de-
pend on the risk tolerance of the retailer. Namely, the solutions are different for a 
risk-averse, a risk-neutral, and a risk-seeking newsvendor. The sensitivity analysis of 
the changes of the risk coefficient is also performed.  

Future research can include, for instance, the creation of new algorithms for 
the solution of this model. Other modifications of the profit target setting, taking 
into account the behaviour of the customer, could also bring interesting results. 
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Abstract 
 

The present paper considers the problem of the success of a research pro-
ject evaluated by its outputs (which can be seen as the project’s success 
measures) related to its inputs (constituting the project’s success factors). 
Data Envelopment Analysis (DEA) models are used. The inputs and outputs 
are selected on the basis of a review of the literature. Two models are applied 
to a set of research projects implemented in Poland. Advantages and disad-
vantages of the approach are shown. In particular, the selection of inputs, 
outputs and their weights needs to be researched further. But the models used 
in the paper, in spite of their imperfection and lack of generality, considerably 
help to assess and compare the projects. Therefore, DEA is an important tool 
for the evaluation of R&D activities. 

 

Keywords: research project, project success, Data Envelopment Analysis. 
 
1 Introduction 
 

Research projects consume a large amount of financial and human resources, 
provided by both state and business. At the same time, they often fail to bring the 
expected results. On the one hand, this is the nature of research projects: they 
explore previously unexplored domains and thus can lead to less significant re-
sults or even to no results, if their hypotheses turn out to be incorrect (Betta  
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et al., 2017; Kuchta et al., 2017; Gładysz and Kuchta, 2016). But it is still impor-
tant to evaluate their outcomes or success as compared with the resources and ef-
fort invested, having in mind that the success of a research project should be 
sometimes measured in a different, less quantitative and more subjective way 
than that of, for example, a construction project (Chan et al., 2002). Without 
such evaluation the resources and efforts spent on R&D activities would be 
completely out of control. 

A method which allows to compare inputs and outputs is the DEA method, 
which evaluates the efficiency of the so-called decision making units which may 
also be projects. The aim of the paper is to apply the DEA method to a set of re-
search projects, using various sets of inputs and outputs, and to analyse the re-
sults critically, in order to assess the possibility of the applications of this 
method to the evaluation of research projects and to elaborate initial indicators 
as to the construction of a DEA model.  

The set of research projects analysed here consists of research projects im-
plemented in Poland in the last five years whose project managers filled out  
a questionnaire. We received 35 questionnaires completely filled out. The project 
managers were asked to select one of their research projects. Then they were 
asked about its features, the project team and resources invested and also about 
the project outcomes and their subjective evaluation.  

We present the necessary theory of DEA and its state-of-the-art applications 
to research projects. Next, we describe the selected models and discuss the re-
sults. The paper concludes with remarks regarding the choice of inputs and out-
puts and their weights for DEA models applied to research project analysis.  
 

2 Data Envelopment Analysis in research projects analysis 
 
Data Envelopment Analysis (DEA) is a method which allows to determine, for  
a given set of objects (decision making units), those objects which are efficient. 
The efficiency assessment is conducted on the basis of the set of objects under 
consideration. The results are therefore not absolute, but relative efficiencies of 
the objects being examined. DEA is based on the productivity concept intro-
duced by Debreu (1951) and Farrell (1957). The efficiency (which is in some 
cases a synonym for productivity) is measured as the relation of the effects (out-
puts) to the expenditures (inputs). The objects for which this relation is maximal 
(as compared to all the objects from the group under consideration) are assumed 
to be efficient. There are several DEA models (see Castelli et al., 2010).  
We adopt here the following one: 
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బ݃ ݔܽܯ ൌ ∑ ∑బோୀଵݕబߤ బୀଵݔబߛ  

 
with the constrains: ∑ ∑ோୀଵݕబߤ ୀଵݔబߛ  బߤ 1  ݎ ,0 ൌ 1, … , బߛ ܴ   0 ൌ 1, … , ܲ 
where: 
i = 1,…, N − the index of an object, ݅ ൌ 1, … , ܰ − the index of the object being evaluated at the moment, ݔ for ݎ ൌ 1, … , ܴ, i = 1,…, N − the input values for the i-th object,  ݕ for  ൌ 1, . . , ܲ, i = 1,…, N − the output values for the i-th object. 
 

The maximal value of the objective function (1) is taken as the efficiency of 
the ݅-th object. As it can be concluded from this model, each object, when being 
evaluated, can choose for itself and for all the other objects the weights ߤబ, ߛబ, ݎ ൌ 1, … , ܴ which show it in the best light. 
 

The DEA method has been applied in the literature to project analysis. In that 
case the objects are projects. Here we focus on those literature items which deal 
with research projects. Research projects are projects which deal with Research 
and Development, which, in turn, “comprises creative work undertaken on a sys-
tematic basis in order to increase the stock of knowledge, including knowledge 
of man, culture and society and the use of this stock of knowledge to devise new 
applications” (Frascati Manual, 2002). The following inputs for model (1) have 
been used in the literature for research projects (Eilat, Golany & Shtub, 2008; 
Revilla, Sarkis & Modrego, 2003; Yuan & Huang, 2002): 
• project cost (budgeted and actual); 
• full time equivalents of highly trained personnel (managers, engineers and 

scientists, PhD, master, bachelor degree holders) used for the realisation of 
the project; 

• total revenues of the organisation; 
• total R&D budget of the organisation, total number of its corporate employ-

ees; 
• total number of the organisation’s employees. 

It has to be stressed that the last three inputs refer not to the project being 
evaluated, but to the whole organisation implementing the project. 

(1) 
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As for the outputs, the following have been used for research projects (Eilat, 
Golany & Shtub, 2008; Revilla, Sarkis & Modrego, 2003; Yuan & Huang, 
2002), many of them qualitative:  
• discounted cash flow generated by the project; 
• performance improvement achieved thanks to the project; 
• customer satisfaction with the product of the project; 
• congruence with the strategy of the organisation implementing the project; 
• synergy with other projects realised by the organisation; 
• project team satisfaction; 
• the number of team members trained in project management thanks to the 

project realisation; 
• probability of technological and commercial success of the project’s product; 
• the size of the technical gap filled by the project’s product; 
• the novelty of the technology used; 
• the complexity of market activities needed to commercialize the project 

product; 
• new employees gained thanks to the project; 
• total income generated by the project; 
• number of patents and copyrights gained thanks to the project; 
• number of dissertations completed thanks to the project; 
• number of reports issued thanks to the project; 
• number of technology innovations designed thanks to the project; 
• number of seminars organised thanks to the project; 
• number of technology transfers resulting from the project. 

Project outputs can serve as a measure of the project’s success and project in-
puts as the factors of the project’s success and failure. This is in line with the 
common belief (Betta et al., 2017) that the success or failure of research projects 
is not easily measurable and has to be based on several criteria. Apart from that, 
the notion of success or failure of a research project can be understood in differ-
ent ways; success criteria may differ depending on the context. For example, if 
projects to be evaluated are implemented in an organisation whose main aim is 
to fulfil formal requirements of financing institutions, the measures of success 
would be, first of all, the relations between the planned and actual time and 
budget. However, if the organisation is a more open one, focusing on researching 
new, unexplored scientific questions and directions, the main measures of suc-
cess would be the number of research questions answered (also negatively, with 
no tangible results) and of new research questions and partners identified.  

DEA seems to be the right approach for assessing projects, including research 
projects. But we have to find out which inputs and outputs to choose in various 
situations. For our case study, we chose inputs and outputs using suggestions 
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from the literature, but also trying to minimise the length and difficulty of the 
questionnaire which we distributed among research project managers in Poland. 
Our selection was meant to be a starting point for a discussion about the choice 
of inputs and outputs for DEA models applied to research projects. The model 
we used and the results are presented below.  
 

3  Data Envelopment Analysis applied to a set of research projects 
 
The DEA method was applied to 68 research projects implemented in Poland, in 
all disciplines. The data were gathered using on-line questionnaires. Although 68 
questionnaires were filled out, only 35 were filled out completely; in 33 remaining 
cases several pieces of information, related mostly to the project’s budget, were 
missing. The set of 35 completely filled out questionnaires constituted the basis for 
the study. Each questionnaire was filled out by a project manager of one research 
project, all of the respondents were university assistants or professors. 

Both in the entire sample (68 projects) and in the subsample (complete ques-
tionnaires), all academic disciplines were represented, except for art (humanities 
13%, social sciences 20%, pure sciences 17%, natural sciences 17%, technical sci-
ences 12%, agricultural, forest and animal sciences 4%, medical sciences 17%).  

Two DEA models were used. Out of all the potential inputs and outputs for 
research projects listed in the previous section, we selected those whose value 
could be inferred from the questionnaire, which had to be as short as possible. In 
both models the following inputs were used (i = 1, 2, …, 35):  ݔଵ − the number of people in the project team, ݔଶ୧ – the actual duration of the project [months], ݔଷ୧ – the actual budget of the project [Polish currency PLN]. 

In the first model only quantitative outputs were selected:  ݕଵ୧ − number of publications in journals indexed in the Master Journal List, ݕଶ୧ − number of publications in conference proceedings. 
In the second model qualitative outputs were also taken into account; their 

values were assessed subjectively by the project manager: ݕଷ୧ − was the project successful?  ݕସ୧ − was the main project objective achieved? ݕହ୧ – were the actual project results consistent with the initial assumptions? ݕ୧ – did the project implementation lead to unplanned results, important from 
the theoretical or practical point of view?  

The values of the subjective outputs were evaluated on the Likert scale  
(1 – Strongly disagree, 2 – Disagree, 3 – Neither agree nor disagree, 4 – Agree,  
5 – Strongly agree).  
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The descriptive statistics and histograms of inputs (xଵ୧, xଶ୧, xଷ୧) and outputs 
(yଵ୧, … , y୧), i = 1, 2, …, 35, are presented in Table 1 and in Figures 1-3. 
 

Table 1: Descriptive statistics for inputs and outputs 
 

Descriptive 
Statistics Input 

Output 
Quantitative Qualitative 

 ଵݔ 
People 

 ଶݔ
Duration

 ଷݔ
Budget

 ଵݕ
M.J.L. 

 ଶݕ
Conf. 

 ଷݕ
Success 

 ସݕ
Goal 

 ହݕ
Plan

 ݕ
Other results 

Mean 5.9 36.3 395 4.9 4.9 4.4 4.6 4.3 4.3 
St. Dev. 4.5 11.2 326 7.3 6.4 0.6 0.5 1.0 1.2 

Min 1 12 39 0 0 3 3 1 1 
Max 25 60 1500 40 35 5 5 5 5 

 
The project teams consisted of 1-25 people, with mean cardinality about 6. 

The project’s duration ranged from one to five years, with the average of about 
three years. 
 

 
 

Figure 1.  Histograms of inputs a): number of people in the project team and project duration 
(numbers represent interval endpoints) 

 

The project budgets were between a few thousand and 1.5 million PLN, 400 
thousand being the average. 
 

 
 

Figure 2. Histograms of inputs b): actual project budget (numbers represent interval endpoints) 
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The mean number of publications both in journals from the Master Journal 
List and in conference proceedings was about 5. However, the numbers of publi-
cations in journals from the Master Journal List were more diversified than those 
of publications in conference proceedings.  
 

 
 

Figure 3. Histograms of quantitative outputs (numbers represent interval endpoints) 
 

The mean qualitative assessment of four examined subjective measures of the 
research project’s success is about 4.5. The assessments of the conformity of the 
project results with the initial plan and the attainment of unexpected but impor-
tant results are more diversified than the other two assessments.  
 

 
 

 
 

Figure 4. Histograms of qualitative outputs (numbers represent interval endpoints) 
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In the following section, the application of DEA to the set of projects de-
scribed in this paper will be presented.  
 

4 Results 
 

Table 2 presents the results of the application of the DEA method using two ver-
sions of model (1): Model 1, with inputs (xଵ୧, xଶ୧, xଷ୧) and outputs (yଵ୧, yଶ୧),  
i = 1, 2, …, 35, and Model 2, with the same inputs and with outputs (yଵ୧, … , y୧), 
i = 1, 2, …, 35. In columns 11 and 12 the efficiencies calculated for the individual 
projects in both models are presented, in the last column the difference between the 
efficiency obtained in Model 2 and that calculated in Model 1 is shown. 
 

Table 2: Inputs, outputs and project efficiencies 
 

Project 
No. 
(i) 

Inputs Outputs Efficiency Difference ࢞࢞ ࢞ ࢟ ࢟ ࢟ ࢟ ࢟ ࢟  Model 1 Model 2 M2-M1 

1 6 36 3000 0 2 5 5 5 4.3 0.10 0.65 0.55 
2 2 24 100 5 0 5 5 5 1.2 1.00 1.00 0 
3 3 30 108 0 7 3 4 4 1 0.92 1.00 0.08 
4 3 27 50 5 3 5 5 4 5 1.00 1.00 0 
5 5 13 39 0 2 4 5 4 5 0.73 1.00 0.27 
6 7 36 205 5 0 4 3 2 5 0.47 0.61 0.14 
7 3 24 99 3 2 4 5 5 1 0.51 1.00 0.49 
8 10 36 400 9 7 5 5 5 5 0.56 0.69 0.13 
9 2 26 68 1 4 4 5 4 4 0.04 1.00 0.96 

10 4 48 750 7 4 5 5 5 5 0.84 0.75 -0.09 
11 7 12 120 2 3 5 5 4 4 0.40 1.00 0.6 
12 1 36 140 3 0 5 5 4 5 0.40 1.00 0.6 
13 7 36 913 4 15 4 5 5 4 0.77 0.81 0.04 
14 10 46 860 4 8 4 5 5 5 0.49 0.50 0.01 
15 4 30 325 2 6 4 5 5 4 0.18 0.48 0.3 
16 3 24 100 1 2 4 4 4 1 0.29 0.82 0.53 
17 4 36 230 6 0 5 5 5 5 0.60 0.68 0.08 
18 15 52 1500 40 0 4 4 4 2 1.00 1.00 0 
19 3 48 336 1 0 4 4 4 5 0.10 0.50 0.4 
20 7 36 335 3 3 5 5 5 2 0.21 0.51 0.3 
21 1 26 60 1 3 4 4 2 4 0.71 1.00 0.29 
22 5 36 516 3 11 4 4 5 5 0.50 0.60 0.1 
23 25 57 440 2 1 5 5 4 5 0.10 0.25 0.15 
24 4 24 100 2 1 5 5 5 4 0.33 0.88 0.55 
25 10 36 460 3 5 5 5 5 5 0.17 0.41 0.24 
26 5 48 600 3 12 4 4 4 5 0.55 0.53 -0.02 
27 4 48 450 4 6 4 5 4 5 0.36 0.46 0.1 
28 4 60 1000 2 10 4 4 1 5 0.57 0.15 -0.42 
29 3 36 269 1 1 5 5 5 2 0.11 0.71 0.6 
30 7 42 290 2 3 4 4 5 5 0.15 0.53 0.38 
31 8 36 499 19 35 5 5 5 5 1.00 1.00 0 
32 7 48 540 2 3 4 4 4 5 0.11 0.46 0.35 
33 3 44 642 15 8 5 5 5 5 1.00 1.00 0 
34 10 36 280 6 2 4 5 5 5 0.47 0.62 0.15 
35 6 39 693 6 4 5 5 5 5 0.32 0.61 0.29 



  B. Gładysz, D. Kuchta 
 
30 

In the case of Model 1, in which only publications were counted as outputs, 
13% of projects are effective to the degree 1. In the case of Model 2, where also 
qualitative (subjective) outputs were taken into account, 34% of projects were 
efficient to the degree 1. Here each project which was fully efficient in Model 1 
was also fully efficient in Model 2. The distribution of project efficiencies are 
given in Table 3 and Figures 5 and 6. 
 

 
 

Figure 5. Histogram of project efficiencies for Model 1 (only quantitative outputs) 
 

In the case of Model 1, although the best weights for each project can be cho-
sen in (1), a large proportion of projects (about 54%) are clearly inefficient: their 
efficiency is under 0.5. The 13% of projects which turned out to be fully effi-
cient are clearly better than most of the other projects. Only 20% of projects are 
characterised by an efficiency higher than 0.8. 
 

 
 

Figure 6.  Histogram of project efficiencies for Model 2 (quantitative and qualitative outputs, 
numbers represent interval endpoints) 

 
In the case of Model 2 the results are different. Over 40% of projects have 

proved to be efficient to the degree 0.8 or more and only less than 23% of pro-
jects are characterised by an efficiency smaller than 0.5. Of course, this is be-
cause adding more outputs often increases the project’s efficiency with respect to 
Model 1. That is why in Model 2 the “picture” of the examined set of projects is 
much more favourable, which is visible also in Table 3. 
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Table 3: Efficiency of research projects 
 

 
Efficiency 

Model 1 Model 2 
Mean 0.48 0.72 

St. Dev. 0.32 0.25 
Min 0.04 0.15 
Max 1 1 

 
The results differ strongly between the two models. Thus, the question arises 

which model gives the “correct” information. As indicated in Introduction, in the 
literature on the applications of DEA to research projects, various inputs and 
outputs are considered, and therefore the issue is not clear. But the two models 
clearly point to a group of best projects (those which are fully efficient in Model 1) 
and to that of worst projects (those with an efficiency smaller than 0.4 in Model 2). 
These two groups can be analysed by the university management and treated as 
reference groups. 

It is also interesting to look closer at projects whose efficiency varies consid-
erably between the two models. For example, let us look closer at projects for 
which the absolute value of this difference is at least 0.6: projects 9, 11 and 12. 
All of them have a higher efficiency in Model 2. 
• Project 9 had only one publication in a journal from the JCR basis, but all the 

qualitative assessments are equal to 4 or 5. The qualitative assessments were 
performed by the project manager, whose opinion may be subjective. But the 
project was not very expensive, had a small project team and was of medium 
duration. It is therefore possible that the importance assigned to the JCR basis 
unfairly underestimated the project and it is only thanks to the use of other 
outputs that the project was more fairly evaluated. 

• Project 11 was assessed lower in Model 1 because it uses a comparatively 
large project team and budget. But again, the subjective assessment of the 
project manager considerably changed the assessment of the project. 

• Project 12 was rather long and had no publications in conference proceed-
ings, but the project manager assessed it highly. Hence the difference in the 
assessment of its efficiency in both models. 
An interesting case is Project 28. It belongs to the small set of projects for 

which Model 2 found a lower efficiency than Model 1. This is because the pro-
ject manager gave it a low mark in one of the subjective assessments, which was 
very rare in this set of projects. That is why its relative efficiency, when this low 
subjective assessment is taken into account (i.e. in Model 2), is rather low. This 
shows the dangers and problems related to subjective evaluations: the sensitivity 
of the results is very high in this aspect.  
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It is worth noting that four of the projects for which the assessment in Model 2 is 
much higher than in Model 1 belong to social sciences (projects 5, 9, 12 and 21). 
In these disciplines the importance attached to the publication quality is gener-
ally considered to be too high. Research in this field is often mainly of local in-
terest and it is difficult to publish it in international journals. In this field, subjec-
tive assessments seem especially important. Moreover, most projects whose 
assessments in the two models do not differ very much, belong to pure, technical 
or medical sciences. Therefore it seems clear that project assessment should be 
conducted separately for various disciplines, as projects from different disci-
plines may be incomparable.  

The final choice of outputs will depend on the definition of the success of  
a research project used by the organisations in question. If for the given organi-
sation it is mainly the number of publications that counts (because of the na-
tional regulations in assessing research organisations), Model 1 or its modifica-
tions (for various groups of publications) will be used. If, on the other hand, the 
organisation has a less formal approach to the evaluation of research project suc-
cess, trusts its project managers and wants to support also such projects to which 
not many publications can be linked directly, but which, in the opinion of the 
project managers, were efficient, it may want to adopt Model 2 or similar ones. 
This also depend on the field. Social sciences, for example, would require  
a more subjective model, while pure sciences, a more formal one.  

It is worthwhile to emphasise the importance of subjective outputs. Accord-
ing to Chan and Chan (2004), project success (for projects generally) has to be 
evaluated using both objective and subjective criteria. As far as research projects 
are concerned, the research described in Betta et al. (2017) and based on about 70 
interviews with research project managers in Poland and in France, clearly 
shows that research project managers criticise strongly such measures as the 
number and quality of publications and propose many other measures of re-
search project success, most of them strongly subjective: new project ideas, new 
cooperation possibilities, providing an answer to an interesting research question 
etc. Most of the interviewed managers are convinced that any research project 
assessment ignoring subjective project outputs may distort project evaluation.  
It is thus important to include subjective outputs in DEA models for research 
projects.  

In any case, using two models as different as Model 1 and Model 2 is also of 
some practical use, as small differences in the assessment point to those research 
projects whose assessment is more or less unequivocal. If we take the value 0.1 
as the threshold for the absolute value of the difference from the last column of 
Table 2, we can see that the set of projects whose assessment was identical or 
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almost identical in both models consists of projects 2, 4, 10, 13, 14, 17, 18, 22, 
26, 27, 31, 33. For those projects, fairly conclusive statements can be made. We 
know to what extent they are efficient as compared with the other projects. 
 

5 Conclusions 
 
In our paper two DEA models have been applied to a set of research projects im-
plemented in Poland. The models allowed to assess the projects using the rela-
tionships of project outputs (which can be regarded as measures of projects’ suc-
cess) and project inputs (which are measures of projects’ relative efficiency). 
The method may help in the assessment of research projects.  

However, the results have shown a high sensitivity of the results to the choice 
of inputs and outputs. We considered two models with the same set of inputs but 
different sets of outputs. The first set consisted of quantitative outputs only (the 
number of publications linked to the project, classified in various publication 
groups), the second set included the first one, but contained also qualitative, sub-
jective outputs.  

Our paper does not provide a final answer to the question which inputs and 
outputs have to be considered while assessing research projects. The problem is 
partially linked to the issue of defining the success of research projects, which is 
measured by means of its outputs. This is an open problem. One thing is clear: 
the understanding of a research project’s success depends strongly on the stake-
holder who decides about it (Davis, 2014); subjective outputs are at least as im-
portant as objective ones (Betta et al., 2017; Chan and Chan, 2004). Thus, the 
starting point in the selection of outputs should be an adequate definition of  
a project’s success. Should it refer mainly to the number of publications resulting 
from the project and their quality or should it refer to the long-term potential fu-
ture outputs of the project? In the latter approach, a project can be assessed as 
successful also when not many high-quality publications resulted from it, but it 
gave rise to new ideas or suggestions for further research. It is also clear that 
evaluation models should be built separately for various disciplines, since, for 
example, research in art or social sciences results in different outputs than that in 
pure or technical sciences. 

As for inputs, they should reflect the most important expenditures (in a gen-
eral sense of this notion) which the research organisation spends on research pro-
jects or its most scarce resources. They might be people (with various positions 
or degrees), time, money (quantitative inputs), but also expertise and experience 
in certain fields (qualitative inputs), laboratory space, work load etc. It may be 
that, for instance, the number of people in the project team should be modified to 
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a weighted number of them, with the weight reflecting the irreplaceability and 
the experience of the individual team members. Also, the qualities of the project 
manager (also those expressed in qualitative terms) might constitute an input. 

Another problem to be solved is related to the weights in model (1) which 
was the basis of our two models. In this model the weights can be freely changed 
to put the given project in the best light. This means that each project can “de-
cide” which inputs and outputs are more important and the “decision” can be dif-
ferent for each project. But this approach may not be in line with the research in-
stitution’s policy. If experienced researchers are scarce or if the publication on 
the Master Journal List counts for very much, it might be necessary to impose 
constraints on the corresponding weights. Such weights will not allow a project 
to overestimate its inputs and outputs which are only moderately important and 
underestimate the ones which are very important. This is line with the DEA ap-
proach, which allows for limits on weights (Podinovski, 2016). 

In short, the DEA approach seems appropriate for the evaluation of research 
projects, but it needs more case studies in which project stakeholders and re-
search institutions would participate. The aim of those case studies would be to 
determine inputs and outputs and the corresponding weights for model (1). 
There would possibly be various classes of situations (various strategies of the 
research institutions, various views of stakeholders) and for each different set of 
inputs, outputs and the corresponding weights would be generated. Once verified 
by numerous case studies, the DEA model for research projects might be a use-
ful tool for assessing, comparing and then improving the efficiency of the re-
search activities.  
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Abstract 
 

A great variety of multi-criteria decision aiding (MCDA) methods has al-
ready been developed but few papers have dealt with mixed data (qualitative 
and quantitative). MCDA techniques accepting different types of evaluations 
(such as deterministic, stochastic and/or fuzzy ones) are rather rare and not 
very well known, even though this issue is crucial from a practical point of 
view, since mixed evaluations occur very frequently in appraising and select-
ing projects and organizations, as well as in risk management modelling, 
among other fields. 

This paper presents a new discrete MCDA tool developed for mixed per-
formances of alternatives called BIPOLAR MIX. It is based on the classical 
BIPOLAR method proposed by Konarzewska-Gubała (1989), and on its 
modification, namely the BIPOLAR method with stochastic dominance (SD) 
rules, proposed by Górecka (2009). A numerical example at the end of the 
paper illustrates the problem of ordering projects applying for co-financing 
from the European Union (EU). 

 

Keywords: decision analysis, MCDA, mixed data, BIPOLAR MIX, uncertainty modelling, 
European Union. 
 
1 Introduction 
 

The case of mixed data is not frequently discussed in the literature and MCDA 
methods accepting different types of evaluations (e.g. ordinal and cardinal as well as 
deterministic, stochastic and/or fuzzy) are rather rare and not very well known. Nev-
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ertheless, this issue is vital from a practical point of view since mixed evaluations 
are frequent in real-life decision-making problems. They may occur: 
• in appraising and selecting projects and organizations for various purposes, 
• in the assessment of environmental impact, 
• in establishing quality-of-living city rankings, 
• in risk management modelling. 

Examples of multi-criteria models that can be applied in such situations are: 
• NAIADE (Munda, 1995; Munda et al., 1995), 
• PAMSSEM (Martel et al., 1997; Guitouni et al., 1999), 
• EVAMIX (Voogd, 1982; 1983), 
• EVAMIX method with stochastic dominance rules (Górecka, 2010b; 2012), 
• EVAMIX method for mixed evaluations (Chojnacka, Górecka, 2016). 

Mixed evaluations have been also considered by Zaras (2004) and Ben Amor  
et al. (2007).  

In some cases, though, these approaches are not well-suited for decision- 
-making. Therefore, this paper presents a new discrete MCDA tool developed for 
mixed performances of alternatives, called BIPOLAR MIX. It is based on the 
classical BIPOLAR method proposed by Konarzewska-Gubała (1989) and on its 
modification, namely the BIPOLAR method with stochastic dominance (SD) 
rules, proposed by Górecka (2009).  

The paper contains an introduction, three sections, and a conclusion. In Section 2,  
a general modelling framework is presented to clarify the context in which the pro-
posed method can be applied. Section 3 presents the BIPOLAR MIX technique. Fi-
nally, Section 4 provides an example illustrating the problem of ordering projects 
which apply for co-financing from the European Union funds. 
 

2  The context of problem modelling 
 
Because of the very large amount of money channelled into the Regional Policy 
of the European Union (Cohesion Policy funding for 2014-2020 amounts to 
EUR 351.8 billion (www 1)), it is extremely important to allocate the financial 
means in the most effective way possible. That depends, among other things, on 
the appropriate choice of projects that are going to be co-financed. To help the 
decision-makers in this challenging task, MCDA methods, methods for making 
decisions in the presence of multiple, usually conflicting criteria, should be used, 
since the evaluation of the projects which apply for funding from the EU requires 
taking into account many different aspects: economic, financial, environmental, eco-
logical, technical, technological, social and legal (Górecka, 2011; 2012).  
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The development of the BIPOLAR MIX method was driven by the distinc-
tive features of the analysed decision-making problem, as well as the expecta-
tions and needs of the decision-makers engaged in the realisation of the EU Re-
gional Policy, which are as follows (Górecka, 2011): 
• the decision-making problem should be formulated as a problem of providing  

a complete order of the alternatives – it is essential for each applicant to be classi-
fied in the ranking and to know its own result (overall score), preferably a nu-
merical one (points), since otherwise the results may be unconvincing for them;  

• there is no room for the incomparability of the alternatives – the ranking 
should be complete as the argumentation that the project has not been se-
lected for co-financing as incomparable with others will not be acknowledged 
by the applicants; 

• the occurrence of ties in the ranking should be limited since this may create 
problems with dividing the funds; 

• the problem is a group decision-making problem – experts involved in the 
appraisal of projects separately and independently evaluate a finite number of 
competing projects, and their diverse individual views must be incorporated 
into a joint final decision; 

• there should be a possibility to employ both quantitative and qualitative crite-
ria, and to use mixed data (deterministic and stochastic); 

• decision-makers are able to reveal their preferences, but they do not have 
much time for the interaction and cooperation with the analyst; 

• the possibility of the occurrence of complete compensation should be re-
moved – in the case of some criteria it may be risky and in the case of others, 
projects should satisfy the so-called ‘minimal quality’; 

• on the one hand, the decision aiding technique should not be too complicated 
so that decision-makers can explain to the applicants how it works and clarify 
the reasons for the rejection of their projects; on the other hand, the decision- 
-making method should not be too simple to limit the possibilities of manipu-
lating the results; 

• it is desired that the decision aiding method allows us to determine whether 
the highly ranked projects are really good or just better than the weak ones. 
The BIPOLAR MIX method responds to all these requirements (properties of 

the decision-making problem analysed and its participants)1. It is presented  
in the next section. 

 
                                                 
1  Advantages and disadvantages of various MCDA techniques in the context of the European projects 

selection are presented in Górecka (2010b; 2011). Main strengths and weaknesses of selected MCDA 
approaches in the context of choosing a wedding venue are described in Górecka (2013). 
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3  The BIPOLAR MIX method 
 
The BIPOLAR MIX technique is based on the BIPOLAR method (Kona-
rzewska-Gubała, 1989; 1991) and on the modified BIPOLAR method with sto-
chastic dominance rules (Górecka, 2009; 2010a; 2014a). As required, it allows 
us, among other things: 
• to obtain a complete order of the alternatives;  
• to use mixed data; 
• to determine whether highly ranked alternatives are really good or just not bad – 

it allows for ranking and sorting alternatives as well as for determining their 
quality, taking into account what is good and undesirable from the decision- 
-maker’s point of view in the decision-making problem (reference system);  

• to eliminate both the phenomenon of full compensation and the problem of 
the incomparability of the alternatives.  
In this paper it is assumed that the performance of alternatives is given in  

a deterministic and stochastic way, and that the decision-maker(s) are risk-
averse. Thus, if the evaluations are stochastic, we will use FSD/SSD2 (see Quirk, 
Saposnik, 1962; Hadar, Russel, 1969) and AFSD/ASSD rules (see Leshno, Levy, 
2002) for modelling preferences with respect to criteria measured on a cardinal 
scale, and OFSD/OSSD (see Spector et al., 1996) and OAFSD/OASSD rules 
(see Górecka, 2009; 2011; 2014c) for criteria measured on an ordinal scale.  

We assume that when comparing alternatives ai and al with respect to a single 
criterion, the following situations are distinguished: strict preference, weak pref-
erence and non-preference (see Roy, 1990; Górecka, 2009; 2014b; cf. Nowak, 
2004; 2005): 
• alternative ai is strictly preferred to alternative al:

klkik
l

k
i

kli paaFSDFaPa >−⇔ )()(   and       μμ ,                                (1) 
• alternative al is strictly preferred to alternative ai: 

kiklk
i

k
l

kil paaFSDFaPa >−⇔ )()(   and       μμ ,                                (2) 
• alternative ai is weakly preferred to alternative al: 

klkikk
l

k
i

kli paaqFSDFaQa ≤−<⇔ )()(   and       μμ ,                       (3) 
• alternative al is weakly preferred to alternative ai: 

kiklkk
i

k
l

kil paaqFSDFaQa ≤−<⇔ )()(   and       μμ ,                       (4) 
 

                                                 
2  If a decision-maker has also a decreasing absolute risk aversion, then the TSD rule (see Whit-

more, 1970) should be additionally applied. If a decision-maker is risk-seeking, then 
FSD/SISD/TISD1/TISD2 rules (see Goovaerts et al., 1984; Zaras, 1989) should be used. 
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• non-preference – otherwise, 
where: 

• l
k

i
k FF  ,  – distribution of the evaluations of alternative ai and alternative al,  

                  respectively, with respect to criterion fk, 
• SD – stochastic dominance relation: FSD/SSD/AFSD/ASSD or OFSD/ 

            OSSD/OAFSD/OASSD, 
• μk(ai), μk(al) – average performance (expected value of the distribution of the  

                        evaluations) of ai and al, respectively, on criterion fk, 
• qk – indifference threshold for criterion fk, 
• pk – preference threshold for criterion fk. 

 
We assume that:  

• F = {f1, f2,…, fn} is a finite set of n examined criteria (it is assumed that all 
criteria are maximized), 

• A = {a1, a2,…, am} is a finite set of m alternatives,  
• R = {r1, r2,…, rr} is a reference set consisted of two subsets:  

o D = {d1, d2,…, dd} – ‘good’ reference alternatives, 
o Z = {z1, z2,…, zz} – ‘bad’ reference alternatives, 
o D ∪ Z = R, D ∩ Z = Ø, 
o )()(   ,...,2,1      hkgkhg zdnkZzDd μμ ≥=∀∈∀∈∀ , 

o )()(   ,...,2,1      hkgkhg zfdfnkZzDd ≥=∀∈∀∈∀ , 

where: 
• )( ),( hkgk zd μμ  – average performance (expected value) of reference alter- 

                                 natives dg and zh, respectively, on criterion fk, 
• fk dg , fk zh  – performance of reference alternatives dg and zh, respectively,   

                         on criterion fk. 
 
The BIPOLAR MIX procedure consists of the following steps: 

Step 1: Comparison of considered alternatives (ai) with reference alterna-
tives (rj) to determine the decision-maker(s)’ preference model  
A. Calculation of aggregated preference index c(ai, rj) for each pair (ai, rj), 

where ai ∈ A, rj ∈ R: 

                                       
∑
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where: 
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depending on data, where: 

• wk − coefficient of importance for criterion fk, ∑
=

=
n

k
kw

1
1, 

• j
k

i
k FF  ,  – distribution of the evaluations of alternative ai and reference alter- 

                  native rj, respectively, with respect to criterion fk, 
• SD – stochastic dominance relation, 
• )( ),( jkik ra μμ  – average performance (expected value of the evaluations’  

                               distribution) of ai and rj, respectively, on criterion fk, 
• )( ),( jkik rfaf  – performance of alternative ai and reference alternative rj,  

                              respectively, on criterion fk, 
• qk, pk – indifference and preference thresholds for criterion fk. 
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B. Calculation of credibility index ω(ai, rj) for each pair (ai, rj), where ai ∈ A, 
rj ∈ R: 
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depending on data, where: 
• }0),(:{),( >=+

jikji rakraI ϕ , 

• }0),(:{),( <=−
jikji rakraI ϕ , 

• vk – veto threshold for criterion fk. 
Hypothesis ‘ai is preferred to rj’ is accepted when both the concordance and 

the non-discordance conditions are satisfied. The concordance condition is satis-
fied if aggregated preference index c(ai, rj) is greater than 0, whereas the non-
discordance condition is satisfied if −∈∀ Ik  kik va ≥)(μ  or kik vaf ≥)(  (de-
pending on data), where vk is the lowest acceptable expected value of the distri-
bution of the evaluations on criterion fk or the lowest acceptable evaluation on 
criterion fk (depending on data). Hypothesis ‘rj is preferred to ai’ is accepted if 
aggregated preference index c(ai, rj) is smaller than 0 and +∈∀ Ik  kjk vr ≥)(μ  

or kjk vrf ≥)(  (depending on data). If the non-discordance condition is not sat-
isfied and/or aggregated preference index c(ai, rj) is equal to 0, both hypotheses 
are rejected.  
 
Step 2: Determining the position of considered alternatives (ai) in relation to 
the bipolar reference system (D,Z) and drawing final conclusions about 
them, i.e. preparing recommendations for the decision-maker(s) 
A. Comparison of considered alternatives (ai) with ‘good’ reference alterna-

tives (dg) from subset D – calculation of success index diS for each alterna-
tive ai: 

                                ∑
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Mono-sorting: 
• category S1: alternatives ai for which diS > 0 (type: overgood), 
• category S2: alternatives ai for which diS = 0, 
• category S3: alternatives ai for which diS < 0 (type: undergood). 

 

Mono-ranking: according to the descending value of diS. 
 
B. Comparison of considered alternatives (ai) with ‘bad’ reference alterna-

tives (zh) from subset Z – calculation of anti-failure index diN for each al-
ternative ai:  

                                  ∑
=

=
z

h
hiiN za

z
d

1
),(1 ω , [ ]1,1−∈iNd .                             (11) 

Mono-sorting: 
• category N1: alternatives ai for which diN > 0 (type: overbad),  
• category N2: alternatives ai for which diN = 0, 
• category N3: alternatives ai for which diN < 0 (type: underbad). 

 

Mono-ranking: according to the descending value of diN. 
 
C. Cumulative assessment of considered alternatives (ai) in terms of success 

achievement and failure avoidance – calculation of final score diSN for 
each alternative ai:  

                                      2
iNiS

iSN
dd

d
+

= , [ ]1,1−∈iSNd .                                 (12) 

Indices diS and diN induce two independent orders on the set of considered al-
ternatives: a success-oriented one and an anti-failure-oriented one, respectively. 
Using both indices simultaneously we can rank and sort alternatives ai bipolarly. 

Bipolar-sorting: 
• category B1: alternatives ai for which diS + diN > 0 (type: good),  
• category B2: alternatives ai for which diS + diN = 0, 
• category B3: alternatives ai for which diS + diN < 0 (type: bad). 

 

Bipolar-ranking: according to the descending value of diSN. 
 

4  Illustrative example 
 
This paper shows an application of the BIPOLAR MIX method to the mock-up 
process of appraising and ranking applications for financial aid from the Euro-
pean Regional Development Fund.  
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Sixteen infrastructure projects were considered. They concern the protection 
of surface waters, waste management and flood control, and include: 
• construction and modernisation of wastewater and rainwater collection net-

works and wastewater treatment plants, 
• implementation of a system of communal waste management, which includes 

the construction of sorting and composting plants and recultivation of land-
fills, 

• modernisation of dikes. 
These projects were evaluated using 11 criteria3: 1 deterministic (total cost) 

and 10 stochastic. Regarding the latter, five experts − specialists in environ-
mental protection infrastructure − scored them4 from 0 (the lowest evaluation) to 
10 (the highest evaluation). 

The model of preferences for the decision-making problem is presented in 
Table 15, while Table 2 provides the performance matrix for 16 projects from the 
case study and 4 reference projects (two ‘good’ and two ‘bad’6). The results ob-
tained using the BIPOLAR MIX method are shown in Table 3.  

 
 
 
 
 
 
 

                                                 
3  The set of 11 criteria was constructed as follows: a list of the criteria (based, among other 

things, on the data available in the applications considered for project co-financing and on in-
formation from official documents related to the EU funds) was presented to five specialists on 
environmental protection infrastructure and European Union funds who could accept or reject 
each of them. They also had a possibility to add their own criteria to the preliminary list. 

4  To keep the classified data secret while allowing for objective evaluation, the descriptions of the 
projects were truncated and standardised.  

5  Weighting coefficients for evaluation criteria were established by the five experts on environ-
mental protection infrastructure and EU funds with the help of the REMBRANDT system 
(Lootsma et al., 1990; Olson et al., 1995). The experts were also asked to determine values of 
indifference and preference thresholds for stochastic criteria. Two extreme opinions were disre-
garded and from the remaining three, the arithmetic mean was calculated. It was subsequently 
rounded to the nearest integer. Indifference and preference thresholds for the deterministic crite-
rion (total cost) as well as veto thresholds for all criteria were set by the present author. 

6  The reference set was constructed by the present author. For stochastic criteria it was assumed 
that desirable performances of alternatives (experts’ appraisal scores) are high (higher than or 
equal to 60% of points available, i.e. 6) and not too diversified, while undesirable performances 
are low and/or diversified. In the case of total cost (deterministic criterion) it was assumed that 
values less than or equal to PLN 5 million are desired, while values higher than or equal to PLN 
20 million are undesired. 
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Table 1: Model of preferences 
 

fk Criterion Min/max Type of data wk qk pk vk 
f1 Total cost [PLN million] min deterministic 0.12 1 3 30 
f2 Efficiency [0-10; 5 experts] max stochastic 0.19 1 3 3 

f3 
Influence on environment  

[0-10; 5 experts] max stochastic 0.15 2 4 3 

f4 
Influence on employment  

[0-10; 5 experts] max stochastic 0.05 3 4 2 

f5 
Influence on inhabitants’ health  

[0-10; 5 experts] max stochastic 0.14 3 5 2 

f6 
Influence on investment attractiveness  

[0-10; 5 experts] max stochastic 0.07 2 4 2 

f7 
Influence on tourist attractiveness  

[0-10; 5 experts] max stochastic 0.06 2 5 2 

f8 
Validity of the technical solutions  

[0-10; 5 experts] max stochastic 0.08 1 3 2 

f9 
Sustainability and institutional feasibility 

of the project  
[0-10; 5 experts] 

max stochastic 0.06 1 3 2 

f10 
Complementarity with other projects  

[0-10; 5 experts] max stochastic 0.04 2 4 2 

f11 
Comprehensiveness  

[0-10; 5 experts] max stochastic 0.04 2 4 2 

 
Table 2: Performance matrix 

 

fk f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 
ai fk(ai) μk(ai) 
a1 8.42 5.6 7.2 4.4 4.8 4.6 4.6 7.8 7.4 7.0 4.8 
a2 31.55 7.2 9.2 7.8 5.8 7.8 9.0 8.4 8.4 8.6 9.0 
a3 9.24 7.0 8.4 3.8 5.0 5.8 6.2 7.6 6.4 3.4 4.0 
a4 9.25 7.6 8.8 7.2 5.6 7.6 8.4 8.4 7.4 3.8 4.6 
a5 5.93 5.8 8.4 7.4 5.8 7.2 4.6 8.2 8.6 7.4 5.6 
a6 20.00 6.8 6.6 8.4 6.0 7.6 6.8 6.6 9.0 7.0 5.4 
a7 26.01 4.6 7.6 6.2 6.0 6.6 6.6 8.2 8.0 7.4 5.8 
a8 5.85 7.0 8.4 5.4 7.0 5.8 6.4 8.6 8.2 6.2 5.6 
a9 5.6 7.0 7.4 3.6 5.6 5.0 5.0 7.6 7.6 8.6 5.8 
a10 7.00 6.0 8.0 4.0 5.6 6.8 7.2 8.4 8.0 8.4 6.2 
a11 6.22 5.4 7.6 3.2 5.0 5.6 6.2 7.2 7.4 8.4 7.4 
a12 33.95 6.2 7.8 6.2 5.8 5.4 4.4 7.6 7.0 8.4 7.4 
a13 7.00 7.2 9.0 5.6 7.8 6.4 6.2 8.8 7.0 6.2 6.8 
a14 13.87 6.8 8.0 7.2 6.8 4.6 4.0 7.8 7.0 4.0 7.8 
a15 10.53 6.6 7.4 7.8 6.8 6.4 7.0 7.8 7.6 3.8 6.8 
a16 9.02 9.0 7.2 1.0 6.0 6.2 6.8 9.2 8.6 8.6 5.4 
rj fk(rj) μk(rj) 
d1 5.00 9.0 9.0 7.0 7.0 7.0 7.0 7.0 7.0 8.0 8.0 
d2 3.00 7.2 7.4 6.6 7.8 7.6 7.4 7.2 8.0 6.4 6.8 
z1 20.00 4.0 5.0 4.0 6.0 6.0 4.0 5.0 5.0 4.0 4.0 
z2 30.00 4.6 3.8 5.6 4.8 5.4 4.4 4.2 4.0 5.0 5.2 
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Table 3: Rankings of the projects 
 

No. 
Monorankings of the projects Bipolar ranking of the projects 

ai 
Success  

indices diS 
ai 

Anti-failure 
indices diN 

ai Final score diSN 

1 a16 -0.083 a4 0.636 a13 0.238 
2 a8 -0.084 a13 0.576 a8 0.236 
3 a13 -0.100 a8 0.555 a4 0.234 
4 a9 -0.120 a14 0.525 a9 0.199 
5 a2 -0.136 a9 0.519 a10 0.156 
6 a4 -0.169 a3 0.510 a5 0.144 
7 a5 -0.175 a10 0.495 a15 0.140 
8 a10 -0.183 a15 0.493 a14 0.138 
9 a6 -0.183 a5 0.463 a3 0.135 

10 a15 -0.213 a11 0.396 a6 0.100 
11 a12 -0.225 a6 0.383 a16 0.089 
12 a11 -0.230 a1 0.317 a11 0.083 
13 a3 -0.240 a16 0.261 a1 0.013 
14 a14 -0.250 a7 0.256 a7 -0.017 
15 a7 -0.289 

a2, a12 0.000 
a2 -0.068 

16 a1 -0.292 a12 -0.113 

 
According to the analysis, all the projects in the case study belong to the 

category S3 (undergood) and none belongs to the category N3 (underbad). The 
final scores show that 13 projects were classified into category B1 (so-called 
‘good alternatives’), namely: a13, a8, a4, a9, a10, a5, a15, a14, a3, a6, a16, a11 and a1. 
Project a13 turned out to be the strongest and project a8, second-strongest. The 
worst project for subsidising was a12. This project, as well as a2 and a7, have 
been classified into category B3 (so-called ‘bad alternatives’) and should defi-
nitely not be recommended for co-financing. This is because a2 and a12 are very 
expensive (they cost PLN 31.55 million and PLN 33.95 million, respectively), 
which was clearly caught by the BIPOLAR MIX method thanks to the veto pro-
cedure applied in this technique. Project a7 scored low (it was almost always 
worse or not better than both ‘good projects’ and in many cases even not better 
than ‘bad projects’). Moreover, it is also quite costly (PLN 26.01 million).  
 

5  Conclusions 
 
The BIPOLAR MIX method proposed in this paper is an efficient and fully op-
erable technique that can enhance the European project evaluation procedure and 
improve the decision-making process since the existing procedure, based most 
frequently on the weighted sum, is not free of drawbacks (see Górecka, 2009; 
2010a; 2010b; 2011). On the one hand, it is not too simple (to limit the tempta-
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tion of manipulating the results), and, on the other hand, it is not too complicated 
(to enable decision-maker(s) to understand how it works). Furthermore, it allows 
us to use mixed information (ordinal and cardinal as well as deterministic and 
stochastic evaluations) and it eliminates both the possibility of full compensation 
and the problem of the incomparability of the alternatives. In addition, it allows 
us to rank and sort the alternatives and to determine their quality, using the refer-
ence system determined by the decision-maker(s). Finally, it allows us to obtain 
a numerical final score and it is not labour-intensive or time-consuming for the 
decision-makers. 

The BIPOLAR MIX method can also be used to solve other decision-making 
problems, such as the evaluation and selection of public service organizations all 
over the world (cf. Chojnacka, Górecka, 2016). In the not-too-distant future we 
will apply it to charities operating in Poland and other countries, for instance, in 
Australia and Great Britain. 
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Abstract

In this paper, we attempt to represent the Pareto Front in the Mar-
kowitz mean-variance model by two-sided discrete approximations. We
discuss the possibility of using such approximations for portfolio selection.
The potential of the approach is illustrated by the results of preliminary
numerical experiments.
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1 Introduction

The standard approach to solving the Markowitz mean-variance model Marko-
witz (1952), Markowitz (1991), Gondzio et al. (2007), Elton et al. (2014) is to
solve a number of optimization problems with a quadratic objective function,
representing portfolio variance, and one linear function, representing portfolio
mean return, constrained to be equal to a specific value. By this, a number
of efficient (in the sense of Pareto) portfolios and the corresponding pairs of
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mean return and variance values (elements of the Pareto Front) can be de-
rived. We refer to the mean-variance model, because the vast majority of
research this subject is focused on this particular problem, rather than on the
mean-standard deviation model. The mean-variance model has been a sub-
ject of extensive investigations which focused mostly on additional constraints
included in the model such as skewness Briec et al. (2013), liquidity Lo et al.
(2003) or portfolio size Chiam et al. (2008). Examples of large-scale portfo-
lio optimization problems were discussed in Steuer et al. (2011) and details
related to the large-scale optimization with multiple objectives are discussed
in Steuer et al. (2006). To solve large-scale portfolio optimization problems,
customized evolutionary algorithms were proposed, e.g., in Chen et al. (2011)
and Deb et al. (2011).

This standard approach, however completely overshadows the inherent
multiple criteria (here: bi-criteria) nature of the problem, where an investor
looking for a portfolio he/she would prefer the most, trades risk (captured as
variance) for gains (captured as mean returns) and vice versa.

Here we aim to assist investors which invest in portfolios on any scale, with
a specific focus on investing in a large number of assets. We start with the
observation that investors, with a possible exception of complete novices in the
business, have some, maybe vague, idea about their individual risk profiles,
for instance: being risk-prone, risk-neutral or risk-averse. This roughly nar-
rows their potential investments to specific segments of the Pareto Front (PF).
Hence, this makes the derivation of the whole PF superflous. To enable in-
vestors to locate such investor risk-specific segments, we propose a framework
to search for the preferable combination of mean return and variance.

The framework consists in capturing the investors’ risk profiles as they
are willing to make on the unachievable ideal portfolio of zero risk and the
maximal mean return to get an efficient portfolio. In the mean-variance model,
the maximal mean return is yielded by investing the whole capital into the
asset of the highest return.

To avoid having to solve optimization problems at the early stage of the
decision making process, instead of the element of the PF of the required risk
and mean return, investors can be provided with lower and upper bounds
on each of these values. Bounds, if sufficiently tight, are used to decide if
portfolios with risk and mean return within those bounds are satisfactory.
If so, an element of the PF (and the corresponding portfolio) is derived by
solving one quadratic optimization problem.

The outline of this paper is as follows. In Section 2, we recall the Marko-
witz model and provide necessary preliminaries. In Section 3, we show how
the investor can be supported in his/her portfolio selection decisions by ap-
proximate valuations of elements of the PF in regions of that set of his/her
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temporary interest. In Section 4 and Section 5, we show how to populate two
specific sets necessary to provide approximate valuations. Section 6 provides
some illustrative numerical examples, whereas Section 7 concludes the paper.

2 Preliminaries

The problem of portfolio investments is formulated as follows. Given a num-
ber of risky assets, find a portfolio with the most preferred risk and return
characteristic.

The underlying model for that problem is the Markowitz mean-variance
(MV) model:

min f1(x) = xTQx (minimize variance)

max f2(x) = eTx (maximize mean)
(1)

subject to x ∈ X0 =

x
∣∣∣∣∣∣
uTx = 1, (all capital to be consumed),

x ≥ 0,

 ,

where x is the vector of fractions of the capital, spent on buying individual
assets, Q is the covariance matrix, e is the vector of means, u is the all-ones
vector, x, u, e ∈ Rn, Q is an n× n matrix, and n is the number of assets.

Below we use the standard definition of solution (here: portfolio) efficiency
in the sense of Pareto, and we refer to the set of valuations of efficient portfolios
as the Pareto Front.

3 Selecting an investment portfolio

The method of preference-driven navigation over the Pareto front (PF), as pro-
posed in Kaliszewski (2006), relies on the notion of the vector of concessions,
serving as the preference carrier.

In what follows, we make use of an element y∗ of R2, y∗1 = 0, y∗2 =
= maxx∈X0 e

Tx+ε, ε > 0 . Element y∗ clearly does not represent any portfolio
composed of risky assets.

Since y∗ is unattainable, to get a feasible portfolio represented on the PF,
the investor has to compromise on y∗, and he or she can do this by selecting
a vector of concessions (see Kaliszewski et al., 2016) τ , τ1 < 0, τ2 > 0.

Vector τ defines proportions in which the investor agrees to sacrifice un-
attainable values of risk and mean return represented by y∗ in a quest for an
element of the PF.
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Vector τ can be defined by the investor explicitly, in the atomistic (or
parametric) manner, by indicating its components τ1, τ2 (in absolute numbers,
e.g. τ = (−2, 7) or relative quantities, e.g. τ = (− 2

2+4 ,
7

2+4)), or implicitly, in
the holistic manner, by indicating a base point y, i.e. a variant from the set
{y | y1 ∈ y∗1 + R+, y2 ∈ y∗2 − R+}, R+ – the set of real positive numbers,
which defines τ as τ1 = y1 − y∗1, τ2 = y∗2 − y2. The latter manner is a special
version of the reference point paradigm (cf. e.g. Kaliszewski, 2006; Ehrgott,
2005; Miettinen, 1999; Wierzbicki, 1999).

If the investor expresses his or her preferences in the form of vectors τ ,
then for any such a vector, he or she can be provided with bounds:

Ll(SL, τ) ≤ fl(xτ ) ≤ Ul(V SU , τ), l = 1, 2, (2)

where xτ would be a solution to:

min
x∈X0

max{ 1

τ1
(f1(x)− y∗1),

1

τ2
(y∗2 − f2(x))} (3)

if this problem were solved to optimality, SL is a set of feasible portfolios,
V SU is a set of elements of R2 located ”above” the PF (for definitions of SL
and V SU and formulas for Ll(SL, τ) and Ul(V SU , τ) see Miroforidis (2010),
Kaliszewski et al. (2009), Kaliszewski et al. (2010), Kaliszewski et al. (2012a)).
Figure 1 illustrates the derivation of bounds for given τ and unknown xτ .

Figure 1. Derivation of bounds for given τ and unknown xτ (bullet) with V SU con-
sisting of two elements (circles) and with SL consisting of one portfolio
(marked with an X). The North-West corner of the rectangle determined
with these three elements is a lower bound for f1(xτ ) and an upper bound
for f2(xτ ), whereas the South-East corner is an upper bound for f1(xτ ) and
a lower bound for f2(xτ )
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4 Derivation of SL

To ensure effectiveness of lower bound calculations, sets SL (termed lower
shells in Miroforidis (2010), Kaliszewski et al. (2009), Kaliszewski et al. (2010),
Kaliszewski et al. (2012), Kaliszewski et al. (2012a)) should be composed of
elements which are not dominated by any other element in this set.

To populate SL, we propose the following procedure:

Procedure 1: Derivation of the lower approximation SL

begin
1 Initialize A with assets
2 for a number of pairs of portfolios in A do
3 For each pair derive a number of their convex combinations

4 SL := A;
5 Delete the dominated portfolios from SL; go to Step 2.

If the lower bounds obtained with this population procedure are not sat-
isfactory, i.e. the differences between the lower and upper bounds are not as
small as required, the procedure can be extended to combinations of more
than two portfolios.

5 Derivation of V SU

Similarly to set SL, to ensure effectiveness of upper bound calculations, sets
V SU (termed virtual upper shells in Kaliszewski et al. (2012)) should be com-
posed of elements which do not dominate any other element in this set.

Let us consider the following modification of model (1):

min f1(x) = xTQx

max f ′2(x) = 1
α e

Tx
(4)

subject to x ∈ X0 .

Figure 2 represents PFs of this model for different α. It is clearly seen that
for α = 1 the PF to model (4) coincides with the PF of model (1) and for
α < 1 the PF satisfies the requirements for set V SU for model (1).

Assume for the moment that some algorithm applied to model (1) has
produced the PF and hence to model (4) with α = 1. Then a simple rescaling
of that PF in the model (4) with α < 1 produces the PF to model (1) and
hence V SU (Figure 2).
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Figure 2. Pareto Fronts for model (4) with different α

This observation is of no practical value, because the PF for model (1) is
the very object sought, not a given one. However, below we make use of the
idea of objects shifting in the mean-variance space along the variance axis to
populate V SU .

Suppose that an algorithm is able produce SL such that maxx∈SL
(f1(x)−

−f1(x′)) ≤ β, where f(x′) are elements of the PF, such that for each x ∈ SL,
f1(x) = f1(x

′).

Then, the set {y | y1 = f1(x) − β, y2 = f2(x), x ∈ SL} is clearly a valid
V SU .

At the moment we are not in the position to propose any exact method to
derive β except in-sample testing. In the next section, we present results of
a few such tests.

6 An illustrative example

We illustrate the idea on an example from the Beasley OR Library (1991),
namely the problem port4.txt with 98 assets. For that problem the library
provides the Pareto Front with 2000 elements uniformly covering the range of
accessible returns (Figure 3).
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Figure 3. The first iteration – V SU (N), f(SL) (�) and images of assets (�) in the
example problem. For each τ and the corresponding compromise half line,
the North-West corners of the rectangles represent the lower bound for vari-
ance and the upper bound for mean, and the South-East corners represent
the upper bound for variance and the lower bound for mean

For this problem we have derived lower shell SL by forming portfolios
from pairs of assets (Figure 3). Next, for each portfolio from SL we have
calculated the difference in variance between this portfolio and an element of
the Pareto Front with the same return. If there has been no element of the
Pareto Front with the return equal to that of the portfolio, we have taken the
element of the closest return. With 2000 elements of the Pareto Front, we
miss the correct value of return by at most 0.1815 · 10−5. Next, we shifted SL
along the horizontal axis by the value of the maximal difference and we have
obtained a valid V SU . With SL and V SU in place, we have calculated bounds
on fl(x

τ ), l = 1, 2, as in Table 1.

Table 1: Lower and upper bounds on components of f(xτ ) for selected τ ,
first iteration

τ L1(SL, τ ) L2(SL, τ ) U1(V SU , τ ) U2(V SU , τ )
(1,1) 0.00123 0.00798 0.00086 0.00828

(0.5,1) 0.00107 0.00706 0.00063 0.00788
(0.2,1) 0.00065 0.00593 0.00042 0.00699

(0.0667,1) 0.00037 0.00367 0.00020 0.00613
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In the second iteration, we have derived SL by forming portfolios from
pairs of portfolios in SL of the first iteration and calculated bounds again.
The bounds are given in Table 2.

Table 2: Lower and upper bounds on components of f(xτ ) for selected τ ,
second iteration

τ L1(SL, τ ) L2(SL, τ ) U1(V SU , τ ) U2(V SU , τ )
(1,1) 0.00090 0.00811 0.00100 0.00821

(0.5,1) 0.00074 0.00752 0.00080 0.00773
(0.2,1) 0.00047 0.00641 0.00054 0.00669

(0.0667,1) 0.00025 0.00452 0.00031 0.00537

Table 3 presents maximal errors which occur when taking L(SL, τ) to rep-
resent f(xτ ), defined as:

errl = 100 · Ul(V SU , τ)− Ll(SL, τ)

Ll(SL, τ)
, l = 1, 2

or:

errl = 100 · f(xτ )− Ll(SL, τ)

Ll(SL, τ)
, l = 1, 2,

with f(xτ ) approximated by solving problem (3) over the discrete approxima-
tion of the Pareto Front, as provided in Beasley OR Library for that problem.
The errors have been calculated for the first and second iteration.

Table 3: Maximal relative errors when taking L(SL, τ) to represent f(xτ )

First iteration Second iteration
τ err1 err2 err1 err2 err1 err2 err1 err2

% %
(1,1) 43.01 3.83 18.33 2.69 10.09 1.16 8.00 0.27

(0.5,1) 69.81 11.64 23.02 8.35 11.63 2.13 5.83 1.10
(0.2,1) 54.51 17.78 17.97 13.07 11.68 4.65 0.96 4.16

(0.0667,1) 83.27 66.82 32.33 41.92 22.69 18.36 5.00 14.89

The numbers in Table 3 illustrate the phenomenon of fast improvement of
approximations of the Pareto Front by lower shells. As in the first iteration,
the relative errors are absolutely unacceptable, in the second iteration they
drop to the level which, if still unacceptable, makes sense to proceed to the
third and possibly successive iterations. And it should be stressed that this is
only by taking pairwise combinations of portfolios1.

1 A similar behavior was observed for the other portfolio selection problems from the Beasley
OR Library; due to limited space we confined ourselves to presenting numerical results
for one problem only.
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Figure 4. The second iteration – V SU (N), f(SL) ( �) and images of assets
(�) in the example problem

Thus far we have attempted to approximate the entire Pareto Front, which
is of limited use in practical applications. As we now know where to improve
approximations locally (i.e. in the regions pointed to by the DM’s preferences
represented by the vectors of concessions and the corresponding compromise
half line), we can limit computations solely to those regions.

7 Conclusions

In this paper, we have attempted to apply the general bounding methodol-
ogy to the classical Markowitz portfolio selection mean-variance model. The
methodology allows investors to express their preferences in a natural manner
with the help of vectors of concessions and thus limit the search for Pareto
optimal (efficient) portfolios directly to the regions of investors’ interests. The
existence of two-sided bounds on Pareto suboptimal portfolios allows to con-
trol the extent of Pareto suboptimality of feasible portfolios when they are
considered for the most preferred portfolio.

We perceive inexact approaches to the portfolio selection problems to be
a valid alternative to exact methods when the number of assets available
for a portfolio exceeds a thousand. We raise three issues to support our
view. First, inexact methods can provide feasible portfolios relatively quickly.
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The only problem is their accuracy, but we have solved that problem by provid-
ing lower and upper bounds on portfolio variance and mean. Second, inexact
methods are generally much simpler to code than exact methods, so they can
be often coded in-house. This eliminates the need to acquire (often on the
basis of a costly license) an exact solver. Third, in the case of problems ad-
mitting more constraints (e.g., cardinality constraints), exact methods become
inefficient as the size and complexity of portfolio selection problems grows.

We have shown that in the case of the mean-variance portfolio selection
problem, portfolios with a limited number of assets can provide reasonable
approximations of the Pareto optimal portfolios. This observation needs to
be further verified on various large-scale test problems. Applications of this
observation to more complex portfolio selection problems will be the subject
of the authors’ further investigations.
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This paper deals with decisions made by a decision maker using tech-
nical analysis on the Forex market. For a number of currency pairs on
the market the decision maker obtains buy or sell signals from transac-
tion systems using technical analysis indicators. The signal is generated
only when the assumed conditions are satisfied for a given indicator. The
information characterizing every market situation and presented to the
decision maker is binary: he either obtains the signal or does not.

In this paper a fuzzy multicriteria approach is proposed to extend and
valuate information for the analysis of the market situation. The tradi-
tional approach with binary characterization of the market situations,
referred to as a crisp approach, is replaced by a fuzzy approach, in which
the strict conditions for which the crisp signal was generated are fuzzy.
The efficiency of a given currency pair is estimated using values from the
range 〈0, 1〉 and is defined by the membership function for each technical
indicator. The values calculated for different indicators are treated as
criteria. The efficiency of a given currency pair can be analyzed jointly
for several indicators. The currency pairs are compared in the multicri-
teria space in which domination relations, describing preferences of the
decision maker, are introduced. An algorithm is proposed which gener-
ates Pareto-optimal variants of currency pairs presented to the decision
maker. The method proposed allows to extend the number of analyzed
currency pairs, without significantly increasing the computation time.
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1 Introduction

The Forex market is a global, decentralized currency market. It is regarded
as the most liquid market in the world, and its daily turnover, even in the
local currencies, often reaches trillions of dollars (McLeod, 2014). A currency
pair is the basic instrument used on the Forex market; it can be regarded as
the ratio of one currency to another. Thanks to four overlapping sessions, the
Forex market has high accessibility even for retail clients. The ease of access to
trading tools makes the Forex market very popular. Nowadays, such notions
as technical analysis (which includes trend indicators, oscillators, Fibonacci
levels, Pivot points and more), along with fundamental analysis, are crucial
components of rule-based trading systems, in which easily understandable sig-
nals are used to open trading positions.

A rule-based trading system can be regarded as a set of rules related to
technical analysis indicators or candle formations which are transformed into
trading signals. Nowadays there is a growing tendency, in which these concepts
are included in various complex systems based on neural networks (Yao et al.,
2000; Lai et al., 2005), evolutionary prediction (Slany, 2009), evidence theory
(Liu et al., 2009) and more. While fuzzy sets are also used in these methods
(Kablan, 2009), many papers deal with multi-agent systems (Barbosa et al.,
2008). Notions from AI systems (Yu et al., 2005) along with evolutionary
computation (Hirabayashi et al., 2009) are intensively developed. Papers on
fundamental analysis (like Nassirtoussi et al., 2015) included in the trading
systems are less common that those including the technical analysis.

Nowadays there is no agreement about the efficiency of technical analy-
sis. The same can be stated for rule-based trading systems. The number
of papers dealing with the optimization of technical indicators remains high,
while such papers as Cheol-Ho et al. (2007) indicate that these notions can
be effective only in very specific situations, or are not effective at all. Article
mentioned above is not an isolated work. Even in the case of High Frequency
Trading systems one may observe that efficiency of automated trading sys-
tems decrease over time (Serbera et al., 2016). We propose to fill this gap
by introducing a specially constructed system supporting the decision maker
in the trading process. By a decision maker we understand a trader or any
retail client with access to the Forex market. His/her goal is to achieve the
highest possible profit from orders opened using signals generated from the set
of trading rules. Nowadays, however, we can see a tendency for the number
of potential instruments available to the decision maker on the Forex market
to exceed a hundred. While the terms ”decision maker” and ”trader” in the
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present paper can be used simultaneously, we prefer to use decision analysis
terms; therefore, in what follows we use the term ”decision maker”.

The approach introduced in this paper allows to initially estimate the set of
currency pairs of potential interest for the decision maker. It should be clearly
stated that our motivation is only to support the decision maker, and not to
present an automatic trading system, so the main advantage of the proposed
solution is that it assures the sovereignty of the decision maker (trader). The
final decision whether to open a transaction for the given currency pair belongs
to the decision maker. Thus, estimated set of variants can be regarded as a set
of preliminary suggestions presented to the decision maker.

We propose an extension of the crisp approach currently used, where the
signal is generated only in very specific market situations. In the crisp ap-
proach, the decision maker has a limited time to open the transaction when
the signal has been generated. Thus the mechanism based on the binary values
”signal / no signal” seems inefficient and for a large number of instruments of-
ten leads to the situation in which there is no single currency pair of potential
interest to the decision maker.

In the fuzzy approach proposed here, there is a possibility to open a trans-
action in a predefined time interval related to the willingness of the decision
maker to take the risk. This approach guarantees that the fuzzy approach is
a generalization of the crisp approach, and the signals generated in the crisp
approach are also included.

The outline of this paper is as follows. After the introduction, in Sec-
tion 2, the notion of the crisp approach commonly used on the Forex market
is briefly described. Next, the fuzzy approach along with the definitions of the
membership functions are proposed. Section 3 includes a description of the
proposed dominance-based algorithm generating non-dominated variants for
the decision makers. Section 4 presents preliminary experiments conducted
on real-world data. Finally, we present conclusions and suggest directions for
future research.

2 Crisp and fuzzy systems

In the classical crisp approach, the rule-based trading system includes a pre-
defined set of transaction rules involving technical indicators. Every indicator
can be described by a set of rules which can be transformed into a binary
activation function. A signal is generated only when the value of the function
is equal to 1. In the fully automated-trading system a positive value of the
function corresponds to opening the transaction, while in the crisp decision
support system the information about the signal is derived in the system and
presented to the decision maker.
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We propose a fuzzy approach in which information about a market situa-
tion is transformed into a value of the membership function for each indicator.
This value is calculated for every currency pair. Therefore, each currency
pair in a given market situation at a time t is represented in the analysis as
a variant with the vector of criteria related to particular indicators. To es-
timate the efficiency of this approach, we compare it with the classical crisp
approach, where criteria for all indicators are constructed using the binary
activation function. To accurately describe the proposed notion, we consider
buy signals, but the same idea can be used for short sells.

To be more specific, we use two very popular technical indicators: the
Relative Strength Index (RSI) and the Commodity Channel Index (CCI). The
CCI indicator was originally proposed in the 1980s by Donald Lambert. The
rules explaining the indicator are described in (www 1). A description of the
RSI indicator can be found in Wilder (1978). These indicators are based on
the so-called oversold and overbought levels and are frequently used to predict
potential price changes. An example price chart with these indicators is shown
in Figure 1. The overbought and oversold levels are in the upper and lower
parts of the indicator windows. We have used the default parameters for the
indicators with the overbought levels equal to 100 (for CCI), and 70 (for RSI).
The oversold levels are equal to −100 and 30. In this particular example,
the trading rule can be considered as the situation in which the indicator
(CCI or RSI) crosses one of the levels defined above. If it crosses the oversold
level upwards, the buy signal is generated. The sell signal is generated in the
opposite case, when the overbought level is crossed downwards.

Figure 1. Example indicators and the price chart

The crisp signals for the RSI and CCI indicators are given by the formulas:

condRSI = true if (RSIn(t− 1) < c1) ∧ (RSIn(t) > c2), (1)

condCCI = true if (CCIn(t− 1) < c1) ∧ (CCIn(t) > c2), (2)
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where RSIn(t − 1) is the value of RSI at the time t − 1 for the period n;
CCIn(t− 1) is the value of CCI at the time t− 1 for the period n; c1 and c2
are constants related to their overbought and oversold levels.

We propose the fuzzy approach, in which the original signal taken from the
crisp approach is still included. However, the adjacent values of the indicator
can be also included by calculating the membership function:

µRSI(c) =



RSIn(t)
30 if (RSIn(t) < 30),

1 if ((RSIn(t− 1) < 30) ∧ (RSIn(t) > 30))
∨(RSIn(t) = 31),

0.9
RSIn(t)−30 ·α if (RSIn(t) > 31)

∧(RSIn(t) < 50) ∧ (RSIn(t− 1) ≤ 30),
0 if (RSIn(t) > 50).

(3)

where α is a scalarizing factor in the range 〈0.5, 1.1〉 and c is the currency pair
for which the conditions on the right hand side of the equation are checked.
The transaction system collects information from the market and calculates
the values of the indicator at a given time t. Using the indicator the system
checks the conditions and derives the value of membership function. The
membership function for the CCI indicator is calculated as follows:

µCCI(c) =



0 if (CCIn(t) < CCImin),
CCIn(t)−CCImin

−CCImin−100 if (CCIn(t) > CCImin)

∧(CCIn(t) < −100),
1 if (CCIn(t− 1) < −100) ∧ (CCIn(t) > −100),
CCIn(t)+50

−50 if (CCIn(t) > −100) ∧ (CCIn(t) < −50)

∧(CCIn(t− 1) > −100),
0 if (CCIn(t) > −50).

(4)

where CCImin is the minimal possible value of CCI and CCImax is the maxi-
mal possible value of CCI. In the crisp case a signal can be observed only at
a specific time tick – usually, when the indicator value is derived. In most
cases the rules in the crisp approach use two adjacent values of the indicator.
When the relation between these two values is satisfied (as in equation (1)
or (2)), the signal for the decision maker is generated. In the fuzzy case the
signal can be generated when the value of the membership function is higher
than zero. Therefore the signal can be observed within a period longer than in
the crisp approach and the decision maker has more time to make a decision.

3 A dominance-based algorithm

We will consider the buy signals. The sell signals can be treated in the same
way. Let c be a currency pair valuated by a vector y of two criteria, y = (y1, y2).
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Variants of the vectors are analyzed in the criteria space R2. The criteria
refer to the RSI and CCI indicators with the values of membership functions:
y1 = µRSI(c) and y2 = µCCI(c) for a given currency pair c. The transaction
system generates several such variants in a given time window. By a time
window we understand a time needed to generate a new value on the price
chart.

The decision maker, i.e. trader, tries to find a variant with the maximal
values possible of all the criteria; therefore the following relations between
variants are considered in R2 space:

Definition 3.1 A variant y is at least as preferred as a variant z if each
criterion of y is not worse than the respective criterion of z:

y � z ⇔ (y1 ≥ z1) ∧ (y2 ≥ z2). (5)

Definition 3.2 A variant y is more preferred (better) than a variant z if the
following holds:

y � z ⇔ (y � z) ∧ ¬(z � y). (6)

Definition 3.3 A variant y is incomparable with a variant z if:

¬(y � z) ∧ ¬(z � y). (7)

The domination relation 6 defines a partial order in the space of criteria.
We propose algorithm 1 for deriving non-dominated variants to be analyzed
by the decision maker. The following notation is used in the algorithm.

• Y is the set of all variants considered in a given time window.

• u = (1, 1) is assumed to be the aspiration point of the decision maker.
If there exists a variant equal to the aspiration point, it should be con-
sidered as the only rational choice for the decision maker.

• x is the reservation point assumed by the decision maker. All variants
dominated by this point are removed from further analysis. The reser-
vation point x relates to the willingness of the decision maker to take
a risk by extending the set of accepted variants as compared with the
crisp approach. To be more specific, greater risk leads to the possibility
of accepting potentially worse variants instead of delivering an empty
set of variants to the decision maker.

• ND denotes the set of all non-dominated variants of potential interest
to for the decision maker in a given time window.
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• Y− is the set of points removed from the analysis in the algorithm, ini-
tially the points dominated by x, i.e. Y− = (x+ R2

− \ {0}), where R2
− is

the negative cone. Moreover, it is the set of all points dominated by x
and by the variants currently included in ND.

• Y+ denotes the set of points accepted for further analysis in the algo-
rithm, Y+ = Y \ Y− .

The algorithm, called the Dominance-based algorithm, allows for the genera-
tion of all non-dominated variants in the initial set Y+ accepted for analysis
on the basis of the reservation point x defined by the decision maker.

The steps of the algorithm can be divided into three phases. In the first
phase the set Y is derived by calculating the criteria: membership functions
for currency pairs in the assumed time window. At the same time, the sets
Y− and Y+ are derived using reservation point x (lines 1–3). In the second
phase (lines 4–5) variants equal to the aspiration point are looked for. If such
a variant/variants exists, the algorithm is halted and the resulting set ND
includes only these variants to be selected by the decision maker as his obvious
rational choice. The third, and the most complex phase of the algorithm
consists of lines 6–18. Three situations can occur: first if a selected variant y is
included in Y−, then it is removed from the analysis; second: if ND is empty,
then the variant y is added to ND. The third situation occurs when ND is
not empty. In this case variant y is compared with every variant from ND.
The variants from ND dominated by y are removed from ND and y is added
to ND. If the variant y is dominated by any variant of ND, the variant y is
removed from the analysis. After each of these three situations Y− is updated
so that the area which it covers is expanded by the negative cone moved to y.

Figure 2. An ilustrative example
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Algorithm 1: Dominance-based algorithm

begin
1 Fix the aspiration point u, create the sets Y and ND = ∅
2 The decision maker sets the point x defining the nonaccepted

variants
3 Generate sets Y− and Y+
4 if there exists y ∈ Y such that y = u then
5 ND = {y} End of the algorithm

6 for each variant y in Y+ do
7 if y ∈ Y− then
8 Delete y from further analysis, i.e. Y+ = Y+ \ {y}
9 else if y 6∈ Y− ∧ND = ∅ then

10 Add y to ND and Update Y− and Y+ = Y+ \ {y}.
11 else
12 for z ∈ ND do

if y � z then
13 Delete z from ND

14 else if z � y then
15 Mark y as dominated, delete it from Y+, and BREAK

16 if y is non-dominated then
17 Add y to ND
18 Update Y− = Y− ∪ (y + R2

− \ {0})
19 Delete y from further analysis, i.e. Y+ = Y+ \ {y}

20 if Y+ = ∅ then
21 end the algorithm
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An illustrative example is presented in Figure 2. In part a) an initial simple
situation is shown with a given reservation point x and a set Y consisting of
six variants. Variants y5 and y6 are removed from further analysis because
they are dominated by the reservation point x, as they belong to the initial
set Y− (marked in grey). An analysis of four remaining variants (y1, y2, y3

and y4) is illustrated in Figure 2b). At the beginning, ND is empty, and y1

is outside the grey area, thus it is added to ND. The set Y− is extended as
follows:

Y− = Y− ∪ (y1 + Rn
− \ {0}). (8)

After the update of Y−, variant y2 is an element of Y−, thus it is excluded
from further analysis. Variants y3 and y4 are mutually incomparable and
incomparable with y1 (y1 is already in ND). In this particular scenario both
variants are added to ND. The grey area representing Y− is expanded again.
There are no more variants left, thus the algorithm halts. All non-dominated
variants {y1, y3, y4} are in ND and can be presented to the decision maker.

4 Preliminary experiments

For the tests with real data we have selected 68 variants (currency pairs) from
January 2017. We tested three time windows: 5 minutes (high frequency
trading), 1 hour (intraday trading), 1 day (long-term trading). For every time
window we have assumed three different positions of the reservation point in
the criteria space: x = (0.25, 0.25), x = (0.5, 0.5) and x = (0.75, 0.75). For
every combination of these parameters (time window and reservation point
position) we included 15 successive readings. The overall time of the exper-
iments was equal to the length of the single time window multiplied by the
number of readings. By a reading we understand a single situation on the price
chart which is generated in the specific time window. To simplify: every new
situation on the price chart corresponds to a new reading. The computation
time for a single reading (including the generation of the non-dominated set
ND) was approximately 2 seconds.

First of all, we derived variants which were not dominated by the reserva-
tion point. The numbers of such variants are presented in Table 1. They allow
to estimate the potential number of variants (included in Y+) which must be
analyzed in detail. The table presents the cardinality of Y+ for different time
windows and different positions of the reservation point x. Lower values of
the coordinates of the reservation point x indicate a higher willingness of the
decision maker to take the risk. At the same time the cardinality of Y+ is
increased.
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Table 1: The number of variants analyzed by the system with two indicators
(RSI and CCI)

M5 H1 D1

x= 0.25 0.5 0.75 0.25 0.5 0.75 0.25 0.5 0.75

Reading 1 15 14 9 15 8 6 18 13 9
Reading 2 15 14 11 16 14 6 14 8 7
Reading 3 22 16 12 22 19 13 20 13 11
Reading 4 25 23 19 29 25 19 19 17 12
Reading 5 33 28 23 27 24 23 23 19 11
Reading 6 26 19 16 12 11 9 30 22 16
Reading 7 21 18 14 18 13 6 29 26 19
Reading 8 20 11 10 24 20 17 37 31 20
Reading 9 17 14 7 21 16 10 33 28 27
Reading 10 22 15 12 21 13 8 25 22 17
Reading 11 15 10 3 25 20 17 23 20 17
Reading 12 11 11 9 27 21 19 20 16 13
Reading 13 19 15 10 19 15 12 25 18 11
Reading 14 22 20 15 21 16 11 33 22 22
Reading 15 17 13 9 27 22 18 20 15 15

After the preliminary selection of the variants included in the analysis,
all the non-dominated variants were derived at the end of the given time
window. The whole procedure was repeated for 15 successive readings. The
results – the cardinality of the set ND for the time window of 5 minutes
are presented in Table 2. The number of non-dominated variants derived
for different positions of the reservation point decreases when the position of
the point is moved in the direction of the aspiration point u. In the crisp
approach the results are presented in the last column of Table 2. It should
be noted that the rows with the same numbers for each column (Readings 2,
4 and 10) indicate the cases when variants equal to the aspiration point were
found. These variants are presented to the decision maker as the only rational
choices. Especially interesting are the cases in which the number of variants
available for the decision makers is small. They can be observed in Readings
11 and 15, where in the first case the crisp approach generated no variant at
all, while the fuzzy approach generated two variants for each value of x. In the
second case, the crisp approach generated only one variant, while the number
of variants derived from the fuzzy approach was: two for x = 0.75 and three
for x = 0.5 and x = 0.25. In general, the set of solutions generated for the
crisp case contains only the variants which were found in the corners of the
criteria space, where the membership function for one of the indicators is equal
to 1. The fuzzy approach generates all non-dominated variants generated in
the crisp case. It also allows to extend the set of acceptable variants by the
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non-dominated variants for which a deviation from the aspiration point u is
limited by the reservation point x. Namely, the non-dominated variants belong
to the set (u+ Rn

−) \ (x+ Rn
− \ {0}).

Table 2: The number of non-dominated variants generated in the fuzzy case as
compared with the number of variants generated in the crisp approach –

– 5 minutes time window

M5

x = 0.25 0.5 0.75 Crisp

Reading 1 7 7 5 2
Reading 2 1 1 1 1
Reading 3 12 9 9 5
Reading 4 3 3 3 3
Reading 5 18 16 14 9
Reading 6 9 8 7 3
Reading 7 8 8 8 6
Reading 8 8 7 5 3
Reading 9 5 5 3 2
Reading 10 1 1 1 1
Reading 11 2 2 2 0
Reading 12 7 7 7 4
Reading 13 10 8 7 5
Reading 14 10 9 8 5
Reading 15 3 3 2 1

In Table 3 we present similar results for the cardinality of ND for the time
window of 1 hour. Once again, the comparative results for the crisp approach
are given in the last column. In Readings 2, 7 and 14 once again the number
of variants derived in the crisp approach was very small, while the application
of the fuzzy method increased the number of non-dominated variants derived
for the decision maker. A shortcoming of the system can be observed in
the readings 5, 12 and 13, where the advantage of the fuzzy approach is not
visible due to a large number of variants derived for the decision maker from
the crisp approach. In such situations an analysis based on a greater number
of indicators should be made. If the fuzzy approach generates a large number
of non-dominated variants, an appropriate ranking method should be applied.

Finally, the results for the longest time window considered on the Forex
market as the long-term trading (1 day time window) which covered approxi-
mately three weeks from January 2017 are presented in Table 4. Once again,
the most useful information for the decision maker is generated for Reading 2,
where the crisp approach resulted in one variant only, while in the fuzzy case
at least three variants have been generated.
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Table 3: The number of non-dominated variants generated in the fuzzy case
approach as compared to the number of variants generated in the crisp

approach – 1 hour time window

H1

x = 0.25 0.5 0.75 Crisp

Reading 1 6 5 5 3
Reading 2 3 3 2 1
Reading 3 6 6 5 3
Reading 4 2 2 2 2
Reading 5 20 20 19 17
Reading 6 8 7 6 4
Reading 7 5 5 4 2
Reading 8 14 10 10 7
Reading 9 9 7 6 4
Reading 10 5 5 5 2
Reading 11 9 8 7 4
Reading 12 16 14 12 10
Reading 13 15 13 11 10
Reading 14 7 7 5 3
Reading 15 1 1 1 1

Table 4: The number of non-dominated variants generated in the fuzzy case
approach as compared to the number of variants generated in the crisp

approach – 1 day time window

D1

x = 0.25 0.5 0.75 Crisp

Reading 1 2 2 2 2
Reading 2 4 3 3 1
Reading 3 10 8 7 5
Reading 4 9 9 7 5
Reading 5 7 7 5 3
Reading 6 9 8 4 2
Reading 7 13 12 12 5
Reading 8 9 8 8 4
Reading 9 6 6 6 6
Reading 10 10 10 9 6
Reading 11 1 1 1 1
Reading 12 11 10 10 5
Reading 13 2 2 2 2
Reading 14 9 9 8 3
Reading 15 11 10 10 7
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5 Conclusions

In this paper we have presented an extension of the classical crisp approach
used in rule-based trading systems on the Forex market. The suggested ap-
proach provides an opportunity to extend the set of variants of possible interest
for the decision maker. The fuzzy notion is presented as a generalization of
the notions commonly used in rule-based trading systems. Along with the im-
plementation of fuzzy membership functions, an algorithm generating the set
of non-dominated solutions has been presented. The algorithm is especially
useful when the traditional crisp approach generates no signals at all, but the
fuzzy approach provides variants with the membership function close to 1.
The notion of a reservation point is related to the risk aversion of the decision
maker.

The proposed approach assures the full sovereignty of the decision maker.
He decides how far he wants to extend the set of variants analyzed by the
system in comparison to the crisp approach. He obtains the generated non-
dominated variants. The decision maker decides which variant he will use to
make a position.

The proposed approach is flexible. It can be used with various time win-
dows and even with a different set of instruments. The position of the reser-
vation point in the criteria space can be changed for every new reading. The
approach, presented here for two indicators, can be easily extended to handle
a greater number of them. A greater number of indicators included in the sys-
tem should significantly reduce the set of non-dominated variants. Especially
interesting can be such indicators as the moving average (Holt, 2009), money
flow index, Ichimoku and others (Patel, 2010).

At the preliminary stage of our experiments we assumed that there are no
complex dependencies between the two indicators. However, in general this is
not strictly true for a greater number of different indicators. There are indica-
tors which should be analyzed jointly under additional assumptions. Complex
dependencies and complex transaction systems will be introduced in the pro-
posed method. Finally, generating a large and difficult set of non-dominated
variants naturally forces a ranking of the variants which could greatly improve
the final analysis performed by the decision maker. An appropriate ranking
method will be included in the system. Different ranking approaches are dis-
cussed, including ideas based on the notion of a concession line (Juszczuk et
al., 2016), the dominance-based rough set approach (Greco et al., 2002), or
the bipolar method (Konarzewska-Guba la, 1989).

As mentioned before, the presented approach provides an initial simple
version of the system, which can be expanded in many ways. Among the in-
creasing number of papers dealing with more complex systems based on the
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technical analysis indicators, two distinct extensions seem especially interest-
ing. Both are related to social phenomena, which could be used in the systems.
The first extension assumes the introduction of a fundamental analysis trans-
lated into easily understandable numeric values of the fundamental indicators.
The second one is strictly related to social trading regarded as a mechanism
for collaborative trading on the market. The effectiveness of social trading and
systems based on social networks (such as twitter) is particularly difficult to
estimate. On the other hand, it is possible to estimate the activity of traders
using such notions as gamification. These concepts will therefore be discussed
in future papers.
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1 Introduction

Understanding people’s preferences towards health is important; it can serve
in health technology assessment (HTA) to evaluate benefits of increasing life
expectancy or improving health-related quality of life (HRQoL). Hence, the
elicitation of preferences serves a prescriptive purpose: to suggest a course of
action to be taken, typically, by the public regulator on behalf of the society.

There are two steps in the preference-elicitation process. First, the math-
ematical representation of the preferences is constructed; then, its parame-
ters are estimated based on empirical data. Regarding the former, typically
a quality-adjusted life years (QALY) model is used in HTA (Weinstein et al.,
2009): a health state Q is assigned a number, u(Q), with the interpretation
that T × u(Q) denotes the von Neumann-Morgenstern utility of spending T
years in Q, where u(dead) = 0 and u(full health) = 1 (see Bleichrodt et al.,
1997; Miyamoto et al., 1998). The key challenge is that Q is usually evaluated
using multiple criteria, and u is a function aggregating them into a single in-
strument that can be used operationally. In this text, we use the EQ-5L-5D
system to define HRQoL, which implies a five-attribute description of Q.

Regarding the parameter estimation, usually either a time trade-off (TTO)
or a discrete choice experiment (DCE) is used to collect data on preferences.
In TTO, we attempt to determine the time T , such that T years in full health
is equivalent to 10 years in Q; in DCE, the respondent faces a series of pairwise
comparisons between two states, Q1 andQ2, lasting for T1 and T2 (in DCE with
duration), respectively (immediate death may also be used). The results of
TTO or DCE, combined with the QALY model assumptions (and the resulting
econometric models), can serve to assign utilities to health states.

However popular in applied HTA the QALY model is, its founding assump-
tions are often criticized (e.g. Attema et al., 2010; Pettitt et al., 2016; Beres-
niak et al., 2015). Among various lines of critique, Jakubczyk and Kamiński
(2017) and Jakubczyk (2015) suggested that fuzzy sets (a concept introduced
by Zadeh, 1965) can be used to define preferences towards health states (in
the context of health vs money trade-offs); the approach is motivated by the
observation that a lack of market experience can lead to an inherent impre-
cision in preferences. In the present paper, we aim to compare the standard
(crisp) approach with a fuzzy-based one. Even though there is no descriptive
motive in the health preference research – we do not strive to predict some-
body’s choices (as people rarely actually choose between health states) – the
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model fit seems a natural way to evaluate the credibility of the elicited values
(Jakubczyk et al., 2017).

We compare three approaches: 1) a standard QALY-model-based, crisp
model, as a benchmark; 2) a fuzzy-based approach proposed by Jakubczyk
et al. (2017) (JKL, henceforth); 3) an alternative fuzzy-based specification,
developed in the present paper (FMN, henceforth). We use the model fit as
a basic measure of model quality (minus log likelihood), but also discuss the
face validity of estimated parameters.

In the next section, we first present more details on how health states are
defined and the specifications of all three approaches. In section 3, we intro-
duce the dataset and the numerical approach used to estimate the parameters
of the models. In section 4, we present the results, compare the models with
respect to the insight on the impact of health on utility, and comment on the
predictive validity of the approaches. Finally, we discuss our findings.

2 Fuzzy modelling of preferences towards health states

2.1 Benchmark, crisp model

Health states are often described with the EQ-5D-3L (or 5L) descriptive sys-
tem (Brooks et al., 1996; Herdman et al., 2011), i.e. using five dimensions (or
criteria in decision modelling parlance): mobility (MO), self-care (SC), usual
activities (UA), pain/discomfort (PD), and anxiety/depression (AD). In each
dimension, health can be at one of three (in 3L) or five (5L) levels, denoting no
problems (level 1) or more and more severe problems (consecutive levels). In
such a descriptive system, a health state is denoted by five consecutive digits;
in particular, 11111 denotes full health (FH), and 55555 (we focus on 5L case
henceforth) denotes the worst (in the descriptive system considered) possible
health state1.

There are 3125 health states in the EQ-5D-5L descriptive system, making
it virtually impossible to elicit the utility for all of them. For this reason,
a model is fitted to the data collected for a subset of states, and then the
utilities of all the states can be approximated via extrapolation. Typically,
the utility of a health state Q is calculated relative to the utility u(FH) = 1,
in the form:

u(Q) = 1−
5∑

i=1

5∑
j=2

αi,jdi,j(Q), (1)

where

1 This notation is in standard use in the literature (and, e.g., not a vector-like (5, 5, 5, 5, 5));
hence, we use it here.
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• i indexes the dimensions,

• j indexes the levels (no disutility for level 1; hence, omitted in the formula
above),

• di,j is a dummy denoting whether dimension i is at level j,

• parameters αi,j represent the preference structure (again, no disutility at
level 1).

We expect that αi,j is positive and increasing with j. Often a constant term,
α0 is added (if Q differs from FH, i.e. if at least one di,j = 1). Because JKL did
not use it in their specification and because α0 is difficult to interpret, we omit
it in the basic benchmark specification here2. Nonetheless, we also present the
version with the constant term, differing little in terms of the model fit.

When the above model is estimated based on TTO data, an error term, ε,
is added to eq. (1) (otherwise, no set of parameters α could fit the observed
data). In DCE, when two health states, QA and QB, considered for TA and
TB years, respectively, are compared, it is often assumed that the probability
of QA being selected is given by an exponential version of the Bradley-Terry
approach (e.g. Bansback et al., 2012):

P (QA, TA, QB, TB) =
exp (u(QA)× TA)

exp (u(QA)× TA) + exp (u(QB)× TB)
. (2)

In the benchmark model, we use eq. (2) to estimate the parameters of eq. (1).
Notice that equation (2) allows the utility to be negative (which is not

a problem thanks to the exponential function), and indeed some health states
are perceived as worse than dead. Immediate death is equivalent to 0 utility
(i.e. is equivalent to any state with duration zero). Jakubczyk et al. (2017)
point out that in the above formula there is always a positive probability of
any state being selected, however worse it is (even dominated) than the other
one.

In equation (2), the rescaling of TA and TB (i.e. multiplying both by the
same positive constant) changes the probability. Therefore, whether the time
is expressed as years (usually the case) or months, weeks, days, should also
impact the result. At the same time, presenting the choice in the specific time
unit might frame the problem differently (e.g. the subjective perception of six
months might differ from half a year). In our dataset, we use various time
units (days, weeks, months, and years). Hence, we introduce three parameters,

2 The constant term was interpreted in terms of dimensions complementarity by Jakubczyk
(2009); it could be also interpreted to reflect the fact that the state 11111 might also
include some minor health problems.
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τ1, τ2, and τ3, scaling the duration when days, weeks, or months are used,
respectively. For example, if time is expressed in days in the task, then the
formula for probability becomes:

P (QA, TA, QB, TB) =
exp (u(QA)× TA × τ1)

exp (u(QA)× TA × τ1) + exp (u(QB)× TB × τ1)
. (3)

The parameters to be estimated are α (20) and τ (3). We expect τi to
be < 1 and increasing with i. If there is no framing effect of a time unit, we
should get τ1 = 1/365, τ2 = 1/52, and τ3 = 1/12.

2.2 JKL fuzzy model

We only briefly reintroduce the JKL model (Jakubczyk et al., 2017), and the
reader is encouraged to see the original publication for details. JKL suggested
to treat the utility of being in state Q for T years, u(Q,T ), as a fuzzy set.
For simplicity, they used a piecewise linear membership function, µu(Q,T )(x);
µu(Q,T )(x) = 1 for low values (x ≤ L(Q) × T ), µu(Q,T )(x) = 0 for high values
(x ≥ H(Q)× T ), where L(Q) and H(Q) are parameters characterizing health
state Q. Then, µu(Q,T )(x) is linearly decreasing between L(Q)×T and H(Q)×
× T (or jumping discontinuously, if L(Q) × T = H(Q) × T ). JKL interpret
µu(Q,T )(x) as the conviction that being in Q for T years gives the utility of at
least x.

Analogously to eq. (1), L(Q) and H(Q) are given as linear combinations
of dummies for dimensions and levels defining Q:

L(Q) = 1−
5∑

i=1

5∑
j=2

hi,jdi,j(Q), (4)

H(Q) = 1−
5∑

i=1

5∑
j=2

li,jdi,j(Q). (5)

Parameters l and h define the range of disutility for a given dimension/level.
The larger they are, the bigger the impact of a given health worsening on
utility. The more they differ, the larger the imprecision in the perception of
disutility. Because of the subtraction, parameters h are used to define L(Q),
and parameters l are used to define H(Q).

In the JKL model, two health states are compared in the following way
(e.g. in a DCE experiment). The advantage of (Q1, T1) over (Q2, T2), namely
δ(Q1,T1),(Q2,T2), is given as:

sup
x∈R

(
µu(Q1,T1)(x)− µu(Q2,T2)(x)

)
,
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and the advantage the other way round is defined analogously. The param-
eters δ must be in the [0, 1] range. It can happen that both δs are positive.
Then, the net advantage of advantage of (Q1, T1) over (Q2, T2), ∆(Q1,T1),(Q2,T2),
is given as δ(Q1,T1),(Q2,T2) − δ(Q2,T2),(Q1,T1), and the resulting ∆ ∈ [−1, 1].

The probability of (Q1, T1) being chosen instead of (Q2, T2) is given as

a function of the net advantage: P (∆) = (∆+1)ρ

2 , for ∆ ≤ 0, with a non-
negative parameter ρ to be estimated (and for ∆ > 0, the probability is
calculated using the assumption that P (∆) + P (−∆) = 1). The value ρ = 1
leads to ∆ being transformed linearly into probability, ρ < 1 results in proba-
bility remaining at around 50% for many values of ∆, and ρ > 1 results in a
probability being sensitive to ∆ values differing even slightly from zero.

Let us notice the following features of JKL’s model. First, multiplying T1

and T2 by the same strictly positive number does not change the preferences
(parameters δ, ∆, and P (·)). Hence, no counterparts of τ are needed (as long as
the same time unit is used in both states compared). Second, for large enough
differences between (Q1, T1) and (Q2, T2), the probability of one being chosen
is equal to 1 (not only approaches 1). Third, this model compares the two
health profiles in the conviction space (i.e. the values of membership functions
are compared), rather than in the utility space. This last property motivates
trying another fuzzy-based approach, presented in the next subsection (in
which the first two properties do not hold; hence, the model is more flexible).

2.3 Fuzzy model – a new specification (FMN)

Again, the utility of living in Q for T years, u(Q,T ), is defined by two numbers,
L(Q)×T and H(Q)×T . The values L(Q) and H(Q) are defined as in eq. (4).
In the present specification, though, the membership function, µu(Q,T )(x) is
equal to 1 for L(Q)×T ≤ x ≤ H(Q)×T , and 0 otherwise. The interpretation
is that the decision maker agrees fully that T years in state Q may correspond
to the utility of x, or – putting it differently – cannot rule out x as the utility
of (Q,T ) and totally rules out any value below L(Q)× T or above H(Q)× T .

We then define the advantage of one profile, (Q1, T1), over another, (Q2, T2),
by comparing the middles of 1-cuts of u(Q,T ):

∆(Q1,T1),(Q2,T2) =

(
T2
H(Q2) + L(Q2)

2
− T1

H(Q1) + L(Q1)

2

)
× τi. (6)

The parameter τi is the scaling factor, and i changes with the time unit
used to measure T1 and T2 (the same time unit assumed): i = 1 for days, i = 2
for weeks, i = 3 for months, and i = 4 for years. We normalize τ4 = 1, and
estimate τ1, τ2, and τ3.
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We define the ancillary score, π, (subscripts (Q1, T1), (Q2, T2) suppressed;
cf. eq. (2)),

π =
1

1 + exp (−∆)
. (7)

In this way, we transform ∆ in the π ∈ [0, 1] interval, to facilitate interpreting
the advantage in terms of probabilities.

In this model, we try to account for the fact that a larger difference be-
tween L(Q) and H(Q) denotes a larger imprecision in how the utility of Q
is perceived. We want to include the possibility that larger imprecision may
dilute the preferences, i.e. shift the probability of one alternative being chosen
towards 50%. Specifically, we take:

Θ(Q1,T1),(Q2,T2) =

(
T2
H(Q2)− L(Q2)

2
+ T1

H(Q1)− L(Q1)

2

)
× τi. (8)

In the present specification, we use the same vector [τ1, τ2, τ3] when calculating
∆ and θ, assuming the time unit is perceived identically in both aspects.

Finally, we define the resulting probability of (Q1, T1) being chosen as:

P =
π − 0.5

1 + ωΘ
+ 0.5, (9)

where ω is a parameter to be estimated. For ω = 0 there is no impact of
imprecision on preferences (and the model can be reduced to a crisp version
with L(Q) = H(Q) for all the states).

Summing up, in the FMN specification, we have to estimate parameters
h and l (40), ω (one parameter), and τ (3).

3 Methods

3.1 Dataset

We used the data from the DCE predictive competition organised by the
International Academy for Health Preference Research (IAHPR), sponsored
by The EuroQol Group, available for general public, and described on the
IAHPR website (http://iahpr.org/eq-dce-competition/, as of 16 Nov,
2016). More details can be found in Jakubczyk et al. (2017).

There were responses from 4074 US respondents, each choosing between
two health states in 20 pairwise comparisons. Each health state was described
with the EQ-5D-5L descriptive system, and the duration was given (four time
units were used: days, weeks, months, and years; the same unit for both states
in each pair).

In the modelling, only the aggregated proportion of a given answer is used,
not the entire individual answer.
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3.2 The approach to estimation

In the data set, there were 1560 different combinations of compared states
and times. For each combination ci, the number of observations, ni, and the
number of choices of option 1, ki, were recorded.

To estimate the parameters of the model (in all three specifications), we
employed the maximum likelihood estimation:

max L =
1560∑
i=1

ki ln(Pr(ci)) + (ni − ki) ln(1− Pr(ci)), (10)

by changing the parameters used in a given specification. Although the three
models have significantly different specifications, using the same objective
function allows us to analyse their fit by simply comparing the estimated
− log(L) (the lower the better).

In the estimation for level 1, we assumed that the preference is crisp and
equal to 0 for every dimension. When estimating the parameters of the crisp
specification, we imposed the constraints that αi,j are positive and non de-
creasing in j for every dimension i. When estimating the parameters of the
fuzzy specifications we imposed the following constrains: (a) li,j and hi,j are
positive, (b) for every dimension i and level j, hi,j ≥ li,j , (c) the mean of
li,j and hi,j is non-decreasing in j for every dimension i. They reflect the
assumptions made in the crisp model and only add the fuzzy set consistency
restriction (b).

The problem specified in eq. (10), subject to the above constraints, was
solved using the Nelder-Mead optimization in both cases: crisp and the new
fuzzy FMN specification. The constraints were imposed by adding constraint
violation penalty. In the latter, in order to ensure an effective estimation
of the objective function, we replaced functions li,j and hi,j by (hi,j + li,j)/2
and (hi,j − li,j)/2, as the latter form was simpler to impose constraints on
and, in consequence, it provided a higher stability of the results. In the JKL
specification, eq. (10) is non-differentiable due to the way we compare fuzzy
sets. Therefore, Nelder-Mead or other standard optimization routines failed
to consistently converge. To overcome these problems, we employed simulated
annealing optimization in this case.

For the Nelder-Mead optimization, we used the implementation that fol-
lows Gao et al. (2012) and uses default parameters and stopping criteria,
except for the number of iterations (we did not impose any restriction on the
number of iterations of the optimization procedure). It was implemented in
the Julia language (Bezanson et al., 2017) using the Optim package (White et
al., 2017). The specification of the crisp model is effectively a logistic regres-
sion and thus it has a single local (and thus global) optimium (Menard,2002).
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The FMN model, with (hi,j + li,j)/2 and (hi,j − li,j)/2 as decision variables, is
a logistic regression with an additional monotonic transformation given by (9).
We do not have a proof that this transformation has a single minimum, but
intuitively the properties of the objective function should not be significantly
different. To verify the stability of the solution, we ran the optimization 1000
times, each time starting from a new point sampled uniformly from the admis-
sible region; the optimization converged to approximately the same solution.

For the estimation of the JKL model parameters, we found that this model
has multiple local minima. Therefore, we developed a custom algorithm based
on simulated annealing (Du and Swamy, 2016). The exact procedure was the
following. We started with an admissible point sampled uniformly. Then,
10,000 steps of simulation annealing were performed with the application of
Gaussian perturbations to all parameters (inadmissible perturbations were
rejected). In the second stage, to perform a search near the optimum, we
performed a random local search in which in each step we perturbed only one
parameter and accepted the new solution only if it improved the solution. The
second step was halted when for a batch of 1000 iterations the improvement
of the objective function was less than 10−8 (approximately the square root of
the precision of IEEE 754 floating point around 1.0). To verify that we do not
end in a local minimum, we applied the multi-start (Mart́ı, 2003) approach
– the procedure was run 1000 times starting from a different random point.
We report the best solution found. As with any heuristic approach, this is
only an approximation of the optimal solution. However, it should be noted
that better properties of the optimized objective function are another reason
for preferring the FMN fuzzy approach presented in this paper over the JKL
model.

4 Results

4.1 Crisp model

The results for the benchmark model are presented in Table 1, in the spec-
ification without and with the constant term α0. In both approaches, the
AD dimension was found to cause the greatest disutility (when at level 5) fol-
lowed by PD; on the other hand, the UA dimension causes the least disutility
(looking at level 5 only).

The estimated values of τ show that durations measured using various time
units are not simply algebraically recalculated, e.g., into years. For example,
τ1 = 0.123 > 1/365, showing that the relative importance of one day, when
duration is measured in days, is greater than if it was measured in years.
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Notice that even τ2 > τ3, suggesting that one week has greater weight than
one month, but that may be due to estimation imprecision.

The measure of fit, that is, negative log of likelihood, has no direct inter-
pretation (it will be compared to the ones obtained for other models).

The values presented in the table can be used to calculate the utility for
all 3125 states in the EQ-5D-5L descriptive system. For example, u(55555) =
= −0.668 (for the specification without α0).

Table 1: Crisp model, without and with the free parameter. Measure of fit equal to
52538 and 52410, respectively. Dimensions: MO = mobility, SC = self-care,

UA = usual activities, PD = pain/discomfort, AD = anxiety/depression

Dimension/level Description No α0 With α0

Constant — 0.128

MO2 slight problems in walking about 0.067 0.038
MO3 moderate problems . . . 0.094 0.078
MO4 severe problems . . . 0.241 0.210
MO5 unable to walk about 0.318 0.290

SC2 slight problems washing or dressing 0.039 0.025
SC3 moderate problems . . . 0.069 0.063
SC4 severe problems . . . 0.215 0.200
SC5 unable to wash or dress myself 0.319 0.297

UA2 slight problems doing usual activities 0.111 0.065
UA3 moderate problems . . . 0.135 0.094
UA4 severe problems . . . 0.263 0.227
UA5 unable to do usual activities 0.263 0.227

PD2 slight pain or discomfort 0.076 0.048
PD3 moderate . . . 0.122 0.093
PD4 severe . . . 0.358 0.328
PD5 extreme . . . 0.358 0.328

AD2 slightly anxious or depressed 0.120 0.080
AD3 moderately . . . 0.221 0.196
AD4 severely . . . 0.410 0.367
AD5 extremely . . . 0.410 0.367

T1 day 0.123 0.129
T2 week 0.385 0.400
T3 month 0.368 0.389
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4.2 JKL model

In Table 2, we present the estimation results for the JKL model, as in the
original publication: Jakubczyk et al. (2017). When focusing on level 5, the
PD and AD dimensions were found to cause the greatest disutility. Also, AD is
associated with largest imprecision of preferences: the difference between h5,5

and l5,5 amounts to almost 0.6, nearly two thirds of the difference in utility
between dead and full health.

In JKL specification, the utility of the worst state, u(55555), is a wide
interval: [−2.02;−0.07].

Importantly for the present paper, the fit decreases significantly when com-
pared with the crisp approach, even though the number of parameters has
doubled. This finding motivates trying another fuzzy approach, as specified
in subsection 2.3, whose results are presented subsequently.

Table 2: Fuzzy model, dimensions as in Table 1, ρ = 0.989. Measure of fit equals
60971

Dimension Parameter
Level

2 3 4 5

MO
l 0.034 0.034 0.200 0.320
h 0.215 0.215 0.500 0.601

SC
l 0.000 0.026 0.116 0.208
h 0.186 0.278 0.388 0.530

UA
l 0.018 0.018 0.138 0.138
h 0.138 0.206 0.355 0.389

PD
l 0.000 0.071 0.210 0.266
h 0.296 0.296 0.546 0.771

AD
l 0.031 0.091 0.091 0.138
h 0.120 0.242 0.701 0.727

4.3 Fuzzy model

In Table 3, we present the estimation results for the new fuzzy approach,
specified in the present paper. As in the results from JKL, AD and PD are
the most important dimensions (the disutility of level 5). SC and UA are
associated with largest imprecision of level-5 disutility (the difference between
lower and upper disutility).

Due to the approach to estimation (defining constraints on and estimating
the middles and lengths of [l, h] intervals, rather than l and h), the parameters l
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are non-increasing in several cases (UA5, PD5, AD5). The size of this effect
is small, e.g. as compared to the estimation error (not presented here).

In this specification, the utility of the worst state, u(55555), is an interval:
[−1.3;−0.57], much narrower than in JKL.

Most importantly, the measure of fit for the newly specified fuzzy approach
clearly outperforms the two earlier specifications.

Table 3: Fuzzy model, dimensions as in Table 1, τ1 = 0.406, τ2 = 1.229, and
τ3 = 1.265, ω = 0.293. The measure of fit is 50392

Dimension Parameter
Level

2 3 4 5

MO
l 0.022 0.033 0.234 0.300
h 0.125 0.157 0.309 0.433

SC
l 0.000 0.000 0.167 0.247
h 0.046 0.111 0.235 0.441

UA
l 0.080 0.036 0.265 0.181
h 0.124 0.216 0.296 0.380

PD
l 0.060 0.064 0.473 0.459
h 0.123 0.252 0.503 0.517

AD
l 0.044 0.183 0.404 0.382
h 0.134 0.229 0.506 0.528

5 Discussion

We tested the quality of three approaches for modelling the preferences towards
health states. We found that the FMN fuzzy-based approach specified in the
present paper clearly outperforms the other two. On the other hand, the
fuzzy-based approach suggested previously by JKL performed worst in terms
of model fit. The relative differences between the measures of fit are quite
large, as compared to the impact of adding/removing a constant term in the
crisp specification.

These results suggest the following, in our opinion. Fuzzy modelling of
preferences in the context of health not only has face validity (people find it
difficult to introspectively determine their own preferences) but also performs
better in terms of objective criteria. We attribute those difficulties to the fact
that choosing between health states forces to consider conflicting objectives:
respondents have to compare (a) different dimensions of health (e.g. juxtapos-
ing mental and physical disabilities) and (b) different durations of remaining in
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a given health state. Still, it is very important to introduce fuzziness properly,
so as to correctly model the imprecision and its impact on decisions.

JKL’s idea to model the DCE data with fuzzy sets was correct, but the
concrete specification can be improved. JKL based the probability of choosing
a given alternative on the difference between the membership functions calcu-
lated along the Y axis. This approach had two important features: it directly
corresponded to the constant proportional trade-off (CPTO) assumption (scal-
ing the durations should not change the preferences between the alternatives)
and allowed full certainty of choice when two alternatives differ substantially.
Its poor performance may be due to the violation of CPTO in empirical data
(Attema et al., 2010; Jakubczyk et al., 2017), and to the failure of the ex-
ponential Bradley-Terry function used in the crisp specification to follow the
CPTO.

The new fuzzy-based specification resembles the crisp approach more di-
rectly, in that the utilities of the compared health states are subtracted (the
middles of 1-cuts of utilities, to be precise) to derive the probability of one
state being chosen. The fuzzy approach allows the imprecision in preferences
to impact the behaviour of respondents in that the probability is shifted to-
wards 50%. The improvement in model fit (along with estimated ω > 0)
suggests this mechanism may be in place.

We acknowledge that many improvements can still be made to all the spec-
ifications (especially to the crisp model, which contains fewer parameters),
e.g. time can be handled non-linearly. Also, the approach to the estimation
process (e.g. the monotonicity constraints) could be changed (e.g. to guaran-
tee the monotonicity in rows in Table 3). Therefore, the result of the present
comparison should not be treated as the ultimate test determining the cor-
rect approach, but rather to indicate the ideas to be pursued in subsequent
research.

The individual results are quite consistent between the considered ap-
proaches: pain/discomfort and anxiety/depression are the most important
dimensions (i.e. the worsening to level 5). In the new specification (preferred
due to predictive validity over the JKL), the SC and UA dimensions are asso-
ciated with especially large imprecision (particularly when measured relative
to the disutility), i.e. the difference between h and l. This may result either
from the fact that ‘self care’ and ‘usual activities’ are the most vague notions
in the descriptive system, or from the fact that the respondents find it most
difficult to assess the value of performing these activities. It might also be
the case that the importance of these criteria varies with the duration (see
Jakubczyk et al., 2017). Here, we would like to highlight that the obtained
results show the ability of the fuzzy approach to capture this differing uncer-
tainty of comparing conflicting criteria in a multiple-objective setting.
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Our analysis provides insight into how time – yet another dimension in the
multiple-criteria decision setting considered here – is perceived when compar-
ing health states (in the crisp approach and the new fuzzy approach). The
parameters τ measure the relative importance of a unit of time (relative to
‘year’ as a unit). All the shorter units (days, weeks, months) in both ap-
proaches were found to have larger weight than it would follow from their
actual duration. For example, in the crisp approach, τ1 (corresponding to
‘day’) amounts to 0.123 and in the fuzzy approach, to 0.406, while one day
equals 1/365 of a year. There are at least two possible interpretations. First,
when the problem is presented in days, the decision maker changes his/her
own attitude (the framing effect) and realizes that even individual days mat-
ter. The decision maker may pay attention to the relative, not only absolute,
differences in duration between the alternatives (see Jakubczyk et al., 2017).

Second, when faced with a decision problem and overwhelmed with the
amount of information about conflicting multiple objectives, the decision maker
may focus on numbers (how many units of time will I live in this state) and
not on units (what is the actual duration). In the extreme case, if the units
are neglected altogether, we would expect all parameters τ to be equal to 1.

Based on our findings, in future research it would make sense to test other
approaches to time handling. For example, the duration could enter the equa-
tions in non-linear form (see also Jakubczyk et al., 2017), to drop the CPTO
assumption altogether. Also, other treatments of imprecision in eq. (8) could
be considered: it is not obvious that the imprecisions should depend linearly
on time in the same fashion that the utility does. No estimation errors were
presented in the present study. A more systematic treatment of statistical
significance of findings could help to direct further research. Finally, the com-
parison of models was based on the model fit. Perhaps the predictive validity
(out-of-sample prediction success) could be a more reliable approach.
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Abstract 
 

A system exists which meets a prescription of the efficacious multiple cri-
teria decision making support methodology. It is called the Analytic Hierar-
chy Process (AHP). The consistency control of human pairwise judgments 
about their preferences towards alternative choices appears to be the crucial 
issue in this concept. This research examines the efficiency of a recently pro-
posed consistency index grounded on the redefined idea of triads inconsis-
tency within Pairwise Comparison Matrices. The quality of the recently in-
troduced proposal is studied and compared to other ideas with application of 
Monte Carlo simulations coded and run in Wolfram Mathematica 8.0. 

 

Keywords: pairwise comparisons, consistency control, AHP, Monte Carlo simulations. 
 
1 Introduction 
 

It can be noticed that a world is a complex system of interacting elements. For 
instance, the contemporary economy depends mostly on energy. The availability 
of energy, on the other hand, depends on geography and politics but politics de-
pends on military strength which depends on technology and access to energy.  
A technology depends on ideas, innovations and resources but ideas and innova-
tions also depend on politics for their acceptance and support…, and so on. It is 
obvious that human minds have not yet evolved to the point where they can 
clearly perceive these ultimate relationships and solve crucial issues associated 
with them like for example nuclear energy, environmental regulations or global 
                                                 
*  Jan Długosz University in Częstochowa, Department of Law, Administration and Management, 

Częstochowa, Poland, e-mail: p.kazibudzki@ajd.czest.pl. 
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crisis concerning third world poverty, population migration issues, society aging 
problems, etc. In order to deal with complex and fuzzy social, economic, and politi-
cal issues, people must be supported and directed on their way to order priorities, to 
agree that one goal out-weighs another from a perspective of certain criterion, to 
make tradeoffs in order to be able to serve the greatest common interest.  

Obviously, we cannot trust our intuition, although many of us commonly do 
it, devising solutions for complex problems which demand reliable answers. 
There are many examples showing that our intuition fails in such situations. 
Moreover, there are also many examples that our intuition fails anyway, even 
then when problems are relatively simple but their solution requires of involve-
ment, not one, but two human’s hemispheres. 

Many examples exist indicating the fact that human’s intuition misleads. There is 
a common riddle: a brick weighs a kilogram and a half of the brick. The question 
asks: what is a weight of the brick? For some reasons, a majority of people asked 
about it, although mathematical calculations are very trivial, provides the following 
incorrect answer: a brick weighs a kilogram and a half. It is presumably the principal 
reason why scientists continuously deal with explanation and modeling of decisional 
problems in the way they could be widely comprehended. That is why many suppor-
tive methodologies have been elaborated in order to make decision-making process 
easier, more credible and sometimes even possible. 

An overwhelming scientific evidence indicates that the unaided human mind 
is simply not capable to analyze simultaneously many different competing fac-
tors and then synthesize them for the purpose of rational decision. Miller’s well 
known experiment of 1956, titled, ‘The Magical Number Seven, Plus or Minus 
Two: Some Limits on Our Capacity for Information Processing’ (Miller, 1956) 
made clear – almost a century ago – that the human mind is limited when con-
sidering short-term memory and discriminating skills of more than seven items. 
This indicates that when confronted with multiple variables, the choice made is 
less rational; and conversely, the less rational, the more alternatives available. 
This condition becomes more apparent when a choice is required from among 
several alternatives considered through a matrix of various criteria. 
 

2  A methodology for decision making 
 
An exceptionally popular tool designed especially to aid people in complex deci-
sion making, i.e. making a choice from various alternative based on a criteria 
matrix, is the ‘Analytic Hierarchy Process’ (AHP). The AHP seems to be the 
most widely used multicriteria decision making approach in the world today. The 
most recent list of application oriented papers one may want to find for instance 
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in Grzybowski (2016). Actual applications in which the AHP results were ac-
cepted and used by the competent decision makers for instance can be found in: 
Saaty (2008), Ishizaka and Labib (2011), Ho (2008), Vaidya and Kumar (2006). 

Currently the most popular method of assessing preferences regarding vari-
ous decisional variations in an AHP is the ‘Right Eigenvector Method’ (REV). 
This approach takes advantage of information contained in the ‘Pairwise Com-
parison Matrix’ (PCM) which reflects the decision-maker’s preferences ex-
pressed as linguistic variables – more or less fuzzy. Thus, it is possible to use 
words to compare qualitative factors and derive ratio scale priorities that can be 
combined with quantitative factors.  

To make it possible a scale is utilized in order to evaluate the preferences for 
each pair of items. Supposedly, the most popular is Saaty’s numerical scale 
which comprises the integers from one (equivalent to the verbal judgment: 
“equally preferred”) to nine (equivalent to the verbal judgment: “extremely pre-
ferred”) and their reciprocals. However, in conventional AHP applications we 
may want to utilize also other scales, i.e.: geometric scale and numerical scale. 
The first one usually consists of the numbers computed in accordance with the 
formula 2n/2 where n comprises the integers from minus eight to eight. The latter 
involves arbitrary integers from one to n and their reciprocals. 

The first step in using AHP is to develop a hierarchy by breaking the problem 
down into its components. The basic AHP model includes goal (a statement of 
the overall objective), criteria (the factors one should consider in reaching the ul-
timate decision) and alternatives (the feasible alternatives that are available to 
reach the ultimate goal). Although the most common and basic AHP structure 
consists of a goal-criteria-alternatives sequence (Figure 1), AHP can easily sup-
port more complex hierarchies. 
 

A/1/

Criterion /1/

A/2/

Alternative 
A/1/

A/3/

GOAL

Criterion /2/

Alternative 
A/2/

A/1/

Alternative 
A/3/

Criterion /3/

A/2/ A/3/

 
 

Figure 1.  The most common exemplary hierarchy that consists of three levels: goal, three criteria, 
and three alternatives under each criterion 
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3  Introduction to the problem 
 
One of the fundamental problems in AHP analysis is the priority weight assign-
ment for the available decision alternatives. As it was stated earlier, the most 
popular method for estimating priority weights on the basis of the ‘Pairwise 
Comparison Matrix’ is the ‘Right Eigenvector Method’, proposed by Saaty and 
applied in the ‘classic’ AHP (Saaty, 1977). The conventional problem of AHP 
can be presented as: 
 

                  

(1)

 
 

and its outcome, i.e. the principal eigenvector w = [w1,…, wn]T is provided by  
a solution of  X w = λmax w  where: wi > 0, and i = 1,…, n. 

Together with Saaty’s method of priorities estimation, it was simultaneously 
proposed Saaty’s ‘Consistency Index’. What is important from the scientific 
point of view is that while the method contains several advantages, it also con-
tains a series of very significant flaws which cannot be dismissed (Farkas, 2007).  

It behooves mentioning those listed in literature on the subject, i.e. rank re-
versal, or the lack of any kind of quality criteria for the decision-maker to recog-
nize why one decision vector weight is better than other evaluations. A signifi-
cant drawback in the ‘classic’ approach of AHP is also the forced, reversed 
symmetry of the PCM which causes a loss of preference weight information 
contained in the elements of the ‘ignored part’ of a matrix (Grzybowski, 2012).  

However, the most serious flaw of the AHP that was observed and stressed in 
current literature is the proposed, completely arbitrary method of recognizing (or 
not) the PCM as consistent enough for generating priority estimations (Grzy-
bowski, 2012), and the very low correlation value between Saaty’s sufficient 
consistency index values and the error value (absolute or relative) for the priority 
estimation weights (Grzybowski, 2016; Kazibudzki, 2016a). The examination of 
the latter issue is in order of this paper.  
 

4  The problem description 
 
It is obvious that even the best method of PVs estimation is useless until infor-
mation about a scale of PCM inconsistency is provided. It is claimed and it is 
quite intuitive that serious errors in judgments about ‘true’ preferences of deci-
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sion makers cause the data contained in PCM useless and result in poor esti-
mates of decision makers’ priorities (Saaty, 1980; Saaty, 2004; Saaty and Vargas, 
1984). Therefore, we are presented with a number of papers dealing solely with 
the analysis of the inconsistency of the PCM. Undeniably, the consistency con-
trol and the evaluation of decision makers’ inconsistency during the judgmental 
process is and should be a crucial part of every AHP study (Bulut et al., 2012; 
Aguaron et al., 2014; Altuzarra et al., 2010).  The importance of the inconsis-
tency control in the AHP practice was also emphasized in a number of applica-
tion-oriented articles (Bulut et al., 2012; Pelaez and Lamata, 2003), group deci-
sion making oriented papers (Aguaron et al., 2014; Zhang et al., 2012), and 
research papers dedicated to elaboration of algorithms that lead to the consis-
tency amelioration (Jarek, 2016; Xia et al., 2013; Benitez, 2012; Bozóki et al., 
2011; Koczkodaj and Szarek, 2010).  

In order to control the PCM consistency, different formulas (called indices) 
are proposed. These indices reflect in their way the degree of the PCM deviation 
from the one obtained in a perfect judgment case. 

The first and the most popular inconsistency index (CI) was introduced by 
Saaty (1977) in his fundamental paper devoted to the AHP. His CI (denoted here 
as SI – formula 2) is closely related to the REV. 

1
max

−
−λ

=
n

nSI
 

The other popular CI is connected with a prioritization procedure (PP) that is 
known as the Row Geometric Mean method (GM) that was introduced by Craw-
ford and Williams (1985) together with the Geometric Consistency Index (de-
noted here as GI – formula 3).  

( )( )∑< ⎟⎟
⎠

⎞
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⎛
−−
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jij
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GI 2log
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Another interesting concept of CI devised Koczkodaj (1993) who proposed 

his CI (denoted here as KI – formulae 4 and 5) that is based on the notions of  
a triad and its inconsistency.  

( ) ( )[ ]χβα= ,,max TITIKI  

( ) ⎥
⎦

⎤
⎢
⎣

⎡
β
αχ

−
αχ
β

−=χβα 1,1min,,TI
 

for: α, β, χ that are called a triad, where: α = aik, χ = akj, β = aij for some differ-
ent i ≤ n, j ≤ n, and k ≤ n, in a particular PCM denoted as: A(x) = [xij]nxn. It be-
hooves mentioning that KI is not associated with any specific PP. 

(2) 
 
 
 
 
 
 
(3) 
 
 
 
 
(4) 
 
(5) 
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Apart from the indices SI, GI and KI, there exist and are promoted different 
other CI for PCMs, see for example: Kazibudzki (2016b), Dijkasra (2013), 
Grzybowski (2012). There are also some  proposals for consistency control in 
the fuzzy pairwise comparison framework, such as the centric consistency index 
(which is based on GI) proposed by Bulut et al. (2012). However it seems un-
doubted, that these three above-mentioned indices (SI, GI and KI) are the most 
widely used ones in the pairwise comparisons methodology, see for instance 
Choo and Wedley (2004), Lin (2007), Grzybowski (2012), and Dong et al. 
(2008). All known from literature CI have one common characteristics, i.e. they 
are positive values and in the case of PCM perfect consistency they equal zero – 
what constitute a prerequisite of this theory. It is also believed that high CI val-
ues indicate poor consistency of decision makers’ judgments what is supposed to 
indicate low quality of their preferences estimates. Obviously, such a belief is 
supported exclusively by some heuristic arguments which are mostly based on 
different intuitive psychological requirements, which according to the authors’ 
opinions, should be reflected by CI properties. 

It is important to underline that the most crucial and in the same time purely 
heuristic claim for common CI is the following assumptions: ‘the more inconsis-
tent judgments of decision makers are, the poorer are the estimates of priority 
weights’. Although it seems intuitive it turns out that it cannot be taken as granted 
(Grzybowski, 2016). Thus it is important to distinguish the following issues: 
–  the relation between the PCM consistency (reflected by CI) and the trustworth-

iness of decision makers judgments, and 
–  a dependence of the priority weights estimation errors from the level of PCM 

consistency designated by a given CI. 
The pronounced majority of research devoted to inconsistency analysis, to 

our best knowledge except two papers, i.e. Grzybowski (2016) and Kazibudzki 
(2016a), as far combined the above mentioned issues and the existence of the 
distinguished earlier relations, i.e. among CI values, judgment consistency, and 
magnitudes of priority weights estimation errors, altogether treated as granted.  

However, we should distinguish these two areas of study. The first, which can 
be perceived from the perspective of decision makers expertise (Brunelli and 
Fedrizzi, 2013) and the second, which defines the estimation quality of priority 
weights.  

In this study we focus on the second problem, which constitute the primary 
research area of multicriteria decision making theory. We intend to study the re-
lation between the values of CI and the magnitude of priority weights estimation 
errors. Thus, we are primarily interested in examination of the usefulness of the 
PCM as a source of information for estimation of priority weights. Hopefully, 
the results of our examination will allow decision makers to select such CI that 
is the most suitable from the perspective of their designated objectives. 
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5  The problem analysis 
 
In order to examine a performance of selected CI from the assumed perspective, 
the following simulation scenario was considered. Its assumptions were intro-
duced by Grzybowski (2016) then discussed and implemented in the paper of 
Kazibudzki (2016a). The simulation scenario comprises the following steps: 

 

Step /1/ Randomly generate a priority vector k = [k1,…, kn]T of assigned 
size [n x 1] and related perfect PCM(k) = K(k). 

Step /2/ Randomly choose an element kxy for x < y of K(k) and replace it 
with kxyeB where eB is relatively a significant error which is randomly drawn 
from the interval DB with assigned probability distribution π. 

Step /3/ For each other element kij, i < j ≤ n randomly choose a value eij 
for the small error in accordance with the given probability distribution π 
and replace the element kij with the element kij eij. 

Step /4/ Round all values of  kij eij for i < j of  K(k) to the closest value 
from a considered scale. 

Step /5/ Replace all elements kij  for i > j of K(k) with 1/kij. 
Step /6/ After all replacements are done, calculate the value of the exam-

ined index as well as the estimates of the vector k, denoted as k*(EP), with 
application of assigned estimation procedure (EP). Then compute estimate 
errors AE(k*(EP), k) and RE(k*(EP), k) denoting the absolute and relative 
error respectively, where: 

( ) ∑
=

−=
n

i
ii EPkk

n
kEPkAE

1

)(*1),(*
 

( ) ∑
=

−
=

n

i i

ii

k
EPkk

n
kEPkRE

1

)(*1),(*
 

 Remember values computed in this step as one record. 
Step /7/ Repeat Steps 2 to 6 NM times. 
Step /8/ Repeat Steps 2 to 7 NR times. 
Step /9/ Return all records organized as one database. 

 

Source: Kazibudzki (2016a, p. 75). 

 
The probability distribution π attributed in Step /3/ for eij is applied in equal 

proportions as: gamma, log-normal, truncated normal, and uniform distribution. 
The simulation scenario assumes that the factor eij is drawn from the interval  
e ∈ [0,5;1,5] with the expected value of eij EV(eij) = 1. The ‘big error’ applied in 
Step /2/ has the uniform distribution on the interval eB∈[2;4].  
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Table 1: Performance of the index MLTI(LTI) in relation to AE(LLSM) distribution 
 

Average 
MLTI 

p-quantiles of AE(LLSM) Average 
AE(LLSM) p = 0,1 p = 0,5 p = 0,9 

0,05596 0,0071390 0,0176010 0,048430 0,0245701 
0,25057 0,0114910 0,0309079 0,081851 0,0402469 
0,54720 0,0204972 0,0467688 0,092151 0,0523990 
0,83115 0,0241947 0,0490454 0,095879 0,0555646 
1,12041 0,0262167 0,0531811 0,096393 0,0584429 
1,40481 0,0275306 0,0552738 0,095133 0,0594058 
1,68964 0,0273575 0,0553371 0,097423 0,0598936 
1,97632 0,0274635 0,0555491 0,100479 0,0606786 
2,26292 0,0268790 0,0559390 0,103806 0,0617115 
2,55136 0,0270048 0,0565451 0,107156 0,0629664 
2,84257 0,0267839 0,0570167 0,113131 0,0648082 
3,12748 0,0270025 0,0579643 0,115005 0,0658326 
3,41583 0,0262393 0,0594124 0,116590 0,0662670 
3,70311 0,0263055 0,0614980 0,122258 0,0691538 
5,92187 0,0285198 0,0721938 0,142200 0,0797634 

 

Note: results based on 20 000 random reciprocal PCMs. 
 

Table 2: Performance of the index MLTI(LTI) in relation to RE(LLSM) distribution 
 

Average 
MLTI 

p-quantiles of RE(LLSM) Average 
RE(LLSM) p = 0,1 p = 0,5 p = 0,9 

0,05629 0,036686 0,083857 0,242085 0,195402 
0,24889 0,058777 0,154707 0,463732 0,303042 
0,54581 0,118697 0,233932 0,562547 0,391110 
0,82979 0,141469 0,250504 0,571199 0,406388 
1,11668 0,142768 0,274579 0,562745 0,423317 
1,40159 0,151422 0,271206 0,551958 0,463763 
1,68759 0,159168 0,266687 0,593866 0,471272 
1,97225 0,162532 0,267185 0,624678 0,487771 
2,26086 0,160420 0,274621 0,678569 0,511222 
2,54802 0,157078 0,283623 0,716009 0,561110 
2,83765 0,154172 0,289968 0,748193 0,598254 
3,12254 0,154614 0,304405 0,764992 0,607791 
3,41062 0,153110 0,308901 0,832981 0,570705 
3,69985 0,150794 0,325909 0,835161 0,605517 
5,96260 0,164129 0,393369 1,497960 0,987263 

 

Note: results based on 10 000 random reciprocal PCMs. 
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6  Discussion 
 
It is believed that high CI values mean poor consistency of judgments what is 
supposed to entail low quality of decision makers’ preferences estimates. This 
examination manifested that such a belief is supported exclusively by some heu-
ristic arguments which according to some opinions, should be reflected by CI 
properties. The common assumption: ‘the more inconsistent judgments of deci-
sion makers are, the poorer are the estimates of priority weights’, cannot be 
taken as granted any more. Thus, we studied the relation between the values of 
selected CI and the magnitude of priority weights estimation errors. 

We examined three commonly proposed inconsistency indicators for Pairwise 
Comparison Matrices, i.e. Saaty’s consistency index (SI), geometric consistency 
index (GI), Koczkodaj’s consistency index (KI), and the alternative proposition 
for consistency control, recently introduced by Kazibudzki (2016a), i.e. 
MLTI(LTI) index. We found out on the basis of analyzed cases that it is not true 
that a lower value of consistency index directly lead to a better estimation accu-
racy of decision makers’ preferences. If that was true, we could observe a high 
and positive correlation between average values of selected consistency indices 
and relative or absolute estimation errors of simulated priority vectors. However, 
this research indicates that for GI, KI and SI, we can actually witness the situa-
tion when a decrease of consistency may lead to the improvement of a priority 
vector estimation quality, and inversely, when a growth of consistency may lead 
to the deterioration of a priority vector estimation quality (Figures 3-4). Our re-
search indicates that in many analyzed cases we witness a non-monotonous rela-
tionship between values of a given consistency indicator and absolute or relative 
estimation errors of decision makers’ preferences. However, it is not the case of 
proposed herein and examined new proposition for consistency control, i.e. 
MLTI(LTI) index – Figure 2, Tables 1 and 2. Its most serious advantages in 
comparison with other consistency indicators are: it is not connected with any 
prioritization procedure, it performs better than other analyzed consistency indi-
cators and it can work also with AHP models that assume application of nonre-
ciprocal PCM. 
 

7  Conclusions 
 
We have analyzed a performance of selected inconsistency indicators for simu-
lated pairwise judgments from the perspective of their relations to absolute or 
relative estimation errors of decision makers’ preferences.  
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We found out on the basis of analyzed cases that there exists a discrepancy 
between a common belief and a reality, i.e. it is not true that a lower values of 
consistency indicator directly lead to a better estimation accuracy of decision 
makers’ preferences. It is a very important discovery because many authors still 
dedicate their research to the methods or procedures which strive to diminish 
some targeted consistency indicator.  

Our research indicates that in many analyzed cases we witness a non-
monotonous relationship between values of a given consistency indicator and abso-
lute or relative estimation errors of decision makers’ preferences. It means we should 
reform the concept of pairwise judgments consistency and search for such consis-
tency indicators which reflect better the estimation quality of decision makers’ pri-
orities. It is so because the most commonly used consistency indicators may mislead 
about the estimation quality of decision makers’ preferences.  

The research indicates that in some cases we witness a situation when dimin-
ishing of a particular consistency indicator can lead to the deterioration of esti-
mation quality. However it is certainly not a point of many researchers’ effort. 
Thus, we should learn how to search and find new consistency indicators which 
possess features that are desired.  

In this article we examined the consistency indicator that performs relatively 
well and it was recently introduced as a competitive solution for a consistency 
control of pairwise judgments.  
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Abstract 
 

In this paper a network DEA approach to deal with efficiency assessment 
will be presented and applied to the assessment of performance of members 
of an academic faculty of Wroclaw University of Science and Technology. 
The purpose of this study is to propose a solution to the problem of multicri-
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time its advantages and disadvantages in the context of the higher educational 
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1 Introduction 
 

Data Envelopment Analysis (DEA) is a “data oriented” non-parametric approach 
for evaluating the performance of Decision Making Units (DMUs) which con-
vert multiple inputs into multiple outputs. DEA as a mathematical programming 
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which is reported as the relative efficiency score. DEA has grown in a short pe-
riod into a powerful, quantitative and analytical tool for measuring and evaluat-
ing efficiency and has been successfully applied in many contexts such as banks, 
schools, universities and other industries. The DMUs may be of various types: 
organizations, departments, projects, individuals… The reason why DEA is con-
sidered to be a good approach is that it requires minimal assumptions about how 
the inputs and outputs relate to each other. The result of its application is a rela-
tive efficiency of DMUs with respect to the given set of DMUs; therefore no 
global information is required, which is also an advantage (Charnes et al., 1978).  

Originally, DEA dealt with one-stage production processes with no reference 
to the internal structure of the DMUs (with one set of inputs and one set of out-
puts only). But DEA can be also used to determine the efficiency of multi-stage 
processes, taking into account the internal structure of the DMUs, which indi-
cates the flow of the intermediate inputs and outputs among the stages (Despotis 
et al., 2016).  

The identification of the inputs and outputs for the assessment of DMUs is 
usually not easy, especially if we do not deal with a typical industry production 
process, where inputs are typical industrial resources and outputs, typical indus-
trial products. The inputs should include all resources and other factors which 
impact the outputs. The outputs should reflect all useful outcomes which are im-
portant to the assessment of the DMUs or, in other words, the different criteria of 
the DMUs assessment.  

Academic research is one of the most important activities in higher education 
and it consumes a large portion of state and business income (Athanassopoulos 
and Shale, 1997). It can be seen as an important element for determining the 
quality and performance of universities and other research institutions, as well as 
of employees of the individual university and research units. At the same time, 
there exists no generally accepted system of criteria of research activity assess-
ment, either on the institutional or personal level (Woelert, 2015; Retzer and Ju-
rasinski, 2009). That is why it is important to search for improvements and pos-
sible alternative solutions in this area. 

The DEA model has already been used for the assessment of DMUs in the 
education and research context, for instance for educational and research organi-
zations and units, research projects and individual researchers (Athanassopoulos 
and Shale, 1997; Meng et al., 2008; Despotis et al., 2015; Kuchta et al., 2016; 
Lee and Worthing, 2016). The inputs for the assessment of individual researchers 
include: the number of years of employment, salary, position etc., while for insti-
tutions: the number of academic staff and PhD students, wealth of the institution etc. 
Various outputs or evaluation criteria have been proposed in various national 



                                     Multicriteria Assessment of the Academic Research Activity 
 

105 

systems of research evaluation (Meng et al., 2008; Hicks, 2012; Lee, 2011; Ghi-
nolfi et al., 2014; Lee and Worthing, 2016). Those criteria include: the number 
and quality of publications and citations, important research awards granted, in-
vited talks at important conferences, patent commercialization, cooperation with 
established companies, significant consultant reports, setting up national stan-
dards, participation in editorial boards or in organizing committees of meetings 
and conferences, obtaining external research funding, achievements in educating 
master’s degree and PhD degree holders etc.  

Considering research activity assessment criteria without taking into account 
inputs, such as the number of years of experience for individual researchers or 
wealth of research institutions etc., may distort the results. Outputs do not come 
from nowhere, but are results of inputs and a “production” process. Thus the 
DEA method, which always tries to find inputs which influence the outputs, 
seems to be the right approach, not used at present at Polish universities. That is 
why the present paper proposes such an application.  

The existing applications of the DEA model to research evaluation (Athanas-
sopoulos and Shale, 1997; Meng et al., 2008; Despotis et al., 2015; Kuchta et al., 
2016; Lee and Worthing, 2016) use either one-stage or two-stage models. One-
stage models assume a single set of inputs and a single set of outputs and the so-
lution of a single DEA model. A two-stage model may mean either:  
• The formulation of two (or more) single-input and single-output DEA models 

(Meng et al., 2008): the first one for aggregated outputs, representing the 
main aspects of a research activity (e.g. publications – the aggregated output 
is the number of publications, grants – the aggregated output is the monetary 
value of grants completed, education of researchers – the aggregated output 
can be the total number of master’s and PhD degree holders “produced” by  
a researcher or an institution) and the second one for a selected aspect of a re-
search activity, taking into account not the aggregated output, but all individ-
ual outputs (e.g. for the aggregated aspect “publications” we can consider 
here the number of publications in various types of journals, in conference 
proceedings, monographs, citations etc.). 

• The formulation of one DEA model reflecting the logical inner structure of 
inputs and outputs (some of which function as both outputs and inputs); two 
stages of the research process are considered (as in Figure 1, this is called 
“network DEA”).  
o For example, in Lee and Worthing (2016), where the evaluation of re-

search institutions is considered, the authors use two stages of the process. 
The first stage are “publications”, with the number of academic staff and 
the institution’s wealth as inputs and publication-related outputs, and the 
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second stage is “grant applications”, where the publication-related outputs 
from the first stage become the inputs, and the outputs are the number and 
value of grants obtained.  

o Despotis et al. (2015) whose approach, explained in detail in Despotis et 
al. (2016), is adopted in this paper and presented in Figure 2, where indi-
vidual researchers are evaluated, has as the first stage the “productivity” 
of a researcher (with inputs such as the time at the present position and 
salary and outputs related to publications since the appointment to the pre-
sent position) and as the second one, the overall “impact/recognition” of 
the researcher. The latter represents “the impact that the research work of 
the individual has in academia and the recognition which the researcher 
has gained as a result of his work” (Despotis et al., 2015). In the second 
stage, inputs are equal to outputs from the first stage plus an external input 
(publications of the researcher before the appointment to the present posi-
tion) and outputs are based on citations and other achievements, such as 
invited talks or important awards.  

As mentioned above, we adopt the approach from Despotis et al. (2016), thus 
the network DEA, to an academic faculty at one of Polish universities. We dis-
cuss its practical advantages and disadvantages, as well as limitations imposed 
by both the Polish system of research evaluation and the information about re-
searchers available at Polish universities, comparing the evaluation model and 
the results with those obtained for an academic faculty at a university in Greece 
(Despotis et al., 2015). 

The paper proceeds as follows. First we present the network DEA method. 
Next, we apply the model to the selected academic faculty: the results of a pilot 
academic performance measurement are discussed. In the last section we draw 
conclusions. 
 

2  The network DEA method 
 
In this section, the network DEA approach is presented for two-stage processes. 
But before we proceed to the application of the network DEA, let us recall the 
basic DEA notion, that of efficiency (Charnes et al., 1978):  
 

   Efficiencyൌ ௪௧ௗ ௦௨  ௨௧௦௪௧ௗ ௦௨  ௨௧௨௧௦      (1) 
 

The idea of DEA is that each DMU, while being assessed, can choose its own 
weights for the weighted input and output sums, which are applied to all the 
DMUs, and allow the DMU being evaluated to obtain the maximal efficiency 
according to formula (1). The inputs are marked in Figure 1 with X and the out-
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puts with Y. In the basic, one-stage DEA the internal structure of the DMUs, thus 
the two processes and Z inside the DMU in Figure 1 are not taken into account: 
the DMUs are treated as black boxes.  

In Figure 1 we see, in fact, a two-stage process: the external inputs X enter 
the first stage of the process to produce the final output Y and the intermediate 
outputs-inputs Z are outputs for the first stage and inputs for the second stage.  

 
 

 
 
 
 
 
 
 
 
 

Figure 1. A two stage-process for network DEA  
 

Source: Despotis et al. (2016). 

 
In our model the two-stage process will be used (Figure 1). 
Let us now specify the notation: assume n DMUs, indexed by j = 1,…, n, 

each using m external inputs and producing q outputs, of the same nature for all 
the DMUs. The values of the inputs for the j-th DMU and the first stage are de-
noted as Xj = {xij, i = 1, …, m} and the values of the outputs for the same DMU 
and the same stage, as Zj = {zpj, p = 1, …, q}. These outputs are used as inputs in 
the second stage, to produce s final outputs, whose values for the j-th DMU are 
denoted as Yj = {yrj, r = 1,…, s}.  
 

Let ݆ be a fixed index j = 1,…, n. The efficiencies of the first and second stages 
of the ݆-th DMU are as follows (this is a direct consequence of formula (1)): 
                                                ݁బଵ ൌ ఝೕబೕబ

η ೕబೕబ  , ݁బଶ ൌ ఠೕబೕబఝೕబೕబ                        (2)  
 

In formulae (2), weights ߱బ ൌ ൫߱ଵబ, … , ߱௦బ൯, η బ ൌ ൫η ଵబ, . . ,η బ൯, ߮బ ൌ  ൫߮ଵబ, … , ߮ బ൯ are used for inputs and outputs. ܼబ  occurs there in both 
functions, and in both cases has the same weights. The weights ߱బ ൌ ൌ  ൫߱ଵబ, … , ߱௦బ൯, η బ ൌ ሺ ηଵబ, . . ,η బሻ, ߮బ ൌ ሺ߮ଵబ, … , ߮ బሻ are the values 
of the decision variables of mathematical programming problems (3), (4) and (5), 
where the efficiency of the ݆-th DMU form(s) the (maximized) objective func-
tions.  
 
 

 

1 
 

2 X Z Y

DMUs 
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We consider thus the following three ((3), (4) and (5)) mathematical pro-
gramming problems with the ݆-th DMU in the main role:  

max ݁బଵ ൌ ఝೕబೕబ ηೕబೕబ  

s.t.                                              ߮బܼ െ  ηబܺ  0, ݆ ൌ 1, … , ݊                                  (3)  ηబ  0, ߮బ  0 
 

The optimal value of the objective function of problem (3) is the ideal effi-
ciency of the first stage (Figure 1) for the ݆-th DMU and is denoted by ܧబଵ . 

max ݁బଶ ൌ ఠೕబೕబఝೕబೕబ 

s.t.                                             ߱బ ܻ െ ߮బܼ  0, ݆ ൌ 1, … , ݊                                   (4)  ߱బ  0, ߮బ  0 
 

Analogously to problem (3), the optimal value of the objective function of 
problem (4) is the ideal efficiency of the second stage (Figure 1) for the ݆-th 
DMU and is denoted by ܧబଶ . 

The overall efficiency of the ݆-th DMU in the two-stage process from Figure 1 
is defined (Despotis et al., 2016) using the solution of the following bicriteria 
problem: 

max ݁బଵ ൌ ఝೕబೕబ ηೕబೕబ  

max ݁బଶ ൌ ఠೕబೕబఝೕబೕబ 

s.t.                                               ߮బܼ െ  ηబܺ  0, ݆ ൌ 1, … , ݊                                 (5) ߱బ ܻ െ ߮బܼ  0, ݆ ൌ 1, … , ݊  ηబ  0, ߮బ  0, ߱బ  0 
 

Of course, many approaches to the solution of the bicriteria problem (5) can 
be used. In Despotis et al. (2016) the distance of the solution of (5) from the 
ideal point (ܧబଵ , బ ଶܧ ) is minimized, using a selected distance measure. Details can 
be found in Despotis et al. (2016). The final solution, thus the overall efficiency 
of the ݆-th DMU, is calculated by means of a single-criterion problem (Despotis 
et al., 2016). The solution is a vector ( ݁బଵ , ݁బଶ ) representing the optimal solution 
of (5) following from the adopted assumptions, and the overall efficiency can be 
then expressed as the average or the product of the two values.  
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The first stage represents the present (in the present position) productivity of 
researchers. The inputs in this stage are: time in the present position (such as full 
professor or associate professor) and the salary in the present position. Publica-
tions since appointment to the present position are the outputs of the first stage. 
The second stage represents the overall impact that the entire work of the re-
searcher has had on science and the global recognition the researcher has gained 
in his/her entire academic career. In this stage the input consists of the output of 
the first stage and an external input, representing all the publications of the re-
searcher before the appointment to the present position. Citations and important 
achievements (such as invited talks, important scholarly awards and positions 
etc.) are treated as final outputs. For the assessment of publications, the single-
author equivalent (SAE) is used, which means that if, for example, a publication 
has three co-authors, each of them is assigned 1/3 of the publication.  

The journals, and thus the publications in them, are either counted without 
any weighting (in one version of the model from Figure 2 in Despotis et al. 
(2015) or (in another version of the model from Figure 2 in the paper mentioned) 
classified in four quality classes (A+, A, B, C) according to the ERA2010 jour-
nal classification system1 (www 1). A fifth class D is created for journals that are 
not indexed in ERA2010. The citations in both versions of the model were cal-
culated as the number of units, without any weighting. The achievements (being 
editor-in-chief of a scholarly journal, associate editor or member of an editorial 
board, being invited as a keynote speaker to conferences, participating in orga-
nizing committees of conferences) were counted and weighted in a way which in 
Despotis et al. (2015) is not explained in detail.  

The optimal values of the objective functions from the bicriteria model (5), 
representing the efficiencies of the researchers in Stages 1 and 2, were multiplied 
to form an overall efficiency of the researchers.  

The most important conclusions from the case analyzed in Despotis et al. 
(2015) are the following: 
• the difference between the case where the publications are counted without 

any reference to journal quality and the case where the journals, and thus 
publications, are classified according to the ERA system, is important: re-
searchers with comparable efficiencies in the first case may have very differ-
ent efficiencies in the second case; 

• DEA delivers a better model for the evaluation of individual researchers than 
the conventional system of questionnaires, commonly used at universities at 
present; 

                                                 
1  ERA: Excellence in Research in Australia.  
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• although DEA is a promising method for the evaluation of researchers, it is 
still unclear which model should be chosen; the following questions needs to 
be answered: 
o are the stages in Figure 2 defined correctly, i.e., so that they reflect the 

needs of the evaluation of researchers? 
o are the inputs and outputs defined correctly? 
o how to weight publications and citations, how to quantify achievements etc.?  
The ERA system is just a proposal, and so are the quantifications of all the 

inputs and outputs used in Despotis et al. (2015). 
 

3.2  The case of a selected academic faculty of a Polish university 
 
The aim of the present paper is to test the approach from Despotis et al. (2015) 
in another context: at an academic faculty of a Polish university. The system 
presently used there for the assessment of researchers is based on questionnaires; 
information about the outputs in Figure 2 is requested, but without a distinction 
of stages, with the relevant information limited to the last 2-4 years. No informa-
tion about inputs is used, at least formally. The journals are classified according 
to points assigned as explained below. 

We adopted the model from Despotis et al. (2015) with the following prob-
lems and changes: 
• We did not take the Australian ERA system for journal classification, but  

a system which is often used in Poland (www 2), based on a so-called “min-
istry list”, elaborated and constantly updated by the Polish Ministry of Higher 
Education. Each paper in a journal included in this list is assigned a certain 
number of points (which may change from one year to another). The “minis-
try list” is composed of three parts: 
o A: journals with an impact factor and available in the JCR database (20 to 

50 points); 
o B: journals that do not have an impact factor (0.25 to 10 points); 
o C: journals available in the European Reference Index for the Humanities 

(ERIH) database (12/16/20 points). 
• We did not create any D class for journals not on the “ministry list”. These 

journals were not taken into account; nor were book chapters or publications 
in conference proceedings not on the “ministry list”. Of course, this decision 
may have influenced the results considerably. However, an initial study of the 
faculty in question has shown that it was publications in journals from the 
“ministry list” which really differentiated among the individual researchers.  
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• The information about achievements was not easily available. We had no ac-
cess to the corresponding data. Therefore, we estimated the achievements on 
the basis of interviews and the incomplete knowledge we had of the persons 
in question, thus the results may be inaccurate in this regard. Additional input 
in the second stage was not considered.  

 

As in Despotis et al. (2015), two versions of the model from Figure 2 are 
considered: one with all the publications from the “ministry list” treated equally 
(model M1) and another one with the number of points (according to the “minis-
try list” version from the year of the paper’s publication) taken into account as 
weights (model M2).  

The salary was not the actual one, to which we did not have access, but the 
average salary for the given position. Of course, both in Greece and in Poland, 
the researchers in question have also teaching duties, hence only a part of their 
salary is spent on research activities, but the exact percentage is impossible to 
determine with the Activity Based Cost approach, which is used only in selected 
English-speaking countries and in Scandinavia (Cropper and Cook, 2000).  

Tables 1, 2 and 3 show the descriptive statistics of the data for the two mod-
els. Table 1 shows the years in the positions and the salaries; these data are used 
by both models. 
 

Table 1: Descriptive statistics (part 1) of the data for Models M1 and M2 
 

Total Salary (in ten thousands) Time in Position (years) 
Min 2,78 0,49 
Max 10,93 44,02 
Average 5,44 21,91 
St. Dev. 1,69 14,62 

 
Table 2 shows the rest of the data for Model M1 and the output data shared 

by both models. 
 

Table 2: Descriptive statistics (part 2) of the data for Model M1 (publications)  
and for both models (citations and achievements) 

 

Publications (SAE) Citations Achievements 
Min 0 0 7 
Max 59,67 409 34 
Average 9,02 19,75 8 
St. Dev. 12,29 77,73 7 

 
 
 



                                     Multicriteria Assessment of the Academic Research Activity 
 

113 

Table 3 shows the data on publications for Model M2. 
 

Table 3: Descriptive statistics (part 2) of the data on the publications for Model M2 
 

 
Publications (SAE) 

A B C 
Min 0,00 0,00 0,00 
Max 4,33 40,08 5,25 
Average 0,35 6,04 0,28 
St. Dev. 1,02 7,64 1,00 

 
It can be noticed that the number of publications in classes A and C is much 

smaller than that in class B. The results in almost all the categories are rather di-
versified, which is shown by the standard deviations and the differences between 
the maximal and minimal values. 
 

Model (5) was solved. Figures 1 and 2 present the distribution of efficiencies 
of the researchers in the first stage of models M1 and M2. 

 

 
 

Figure 3.  The distribution of productivities (efficiencies of the first stage, Figure 2) of researchers 
from the selected faculty of a Polish university for model M1 (a), all publications treated 
equally) and for model M2 (b), publications weighted according to journal quality) 

 
A decrease in the productivity scores (Stage 1 in Figure 2) can be observed 

by comparing Figure 3a) (model M1, all publications treated equally) and 3b) 
(model M2, with the quality of publications taken into account). In the case of 
model M1 (Figure 3a)), the productivity of five researchers is over 0.7, in the 
other case (M2) only three researchers reach such a high productivity. This result 
can be visualized using the example presented in Table 4. 
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Table 4: Two selected researchers and their selected characteristics 
 

X Y 
Years in position 31.8 18.5 
Total income in position (tens of thousands) 417.0 108.1 
Publications after appointment (SAE total) 59.7 35.6 
A (in SAE units) 2.1 0 
B (in SAE units) 40.1 1 
C (in SAE units) 5.3 0 
Citations 409.0 1 
Achievements 9 9 
M1 − Productivity (Stage 1) 0.97 1 
M2 − Productivity (Stage 1) 1 0.04 

 
The two researchers can be regarded as similar with respect to the outputs, if 

the quality of journals is not taken into account. The mere fact of taking the qual-
ity of journals into account changes the assessment of the productivity of re-
searcher B completely and the difference between the two researchers is visible.  
 

Next we consider the second stage. 
 

 
 

Figure 4.  The distribution of impact/recognition (efficiencies of the second stage, Figure 2)  
of researchers from the selected faculty of a Polish university for model M1 (a),  
all publications treated equally) and for model M2 (b), publications weighted  
according to journal quality) 

 
In the second stage of the model from Figure 2 the difference between not 

taking (Figure 4a)) and taking (Figure 4b)) journal quality into account has  
a lower influence on the results than in the first stage. It was probably because 
citations and achievements have a predominant impact on the results. It has to be 
kept in mind, however, that the citations were not weighed in either model and 
they come from journals of various quality and, as it was mentioned above, the 
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information about achievements is here biased to a high degree. Hence, if the ci-
tations were weighted as the publications in Model M2 had been and if more ex-
act information about achievement were available, the results in the two models 
in the second stage may have differed in a similar way they do in stage 1. 
 

The overall efficiencies of the researchers are presented in Figure 5a) (model 
M1) and b) (model M2). 
 

 
 

Figure 5.  The overall efficiencies for both stages (Figure 2), calculated as a product, of researchers 
from the selected faculty at a Polish university for model M1 (a), all publications treated 
equally) and for model M2 (b), publication weighted according to journal quality) 

 
As in Despotis (2015), the overall efficiency is calculated as the product of 

the values of both objective functions of the solution of problem (5). As a result, 
it is always relatively small and thus does not differentiate sufficiently among re-
searchers. However, there is one researcher with the overall efficiency equal to 1 
in model M2, hence he/she can be regarded as one who really distinguishes him-
self. Of course, in the analyzed case there is still the problem of insufficiently 
complete or exact data. 
 

4  Conclusions 
 
In our paper, a general network DEA approach to deal with efficiency assess-
ment in a two-stage process has been presented, with multi-objective program-
ming as the modeling framework. The proposed approach has been applied to an 
academic faculty of Wroclaw University of Science and Technology with 28 
members. Research productivity is evaluated in the first stage, while the second 
stage represents the impact/recognition of individual researchers. Time in Posi-
tion and Salary are the inputs of stage 1 and publications are its output. In stage 2, 
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publications are the input, while achievements and citations are final outputs. 
Two versions of the model are considered: one with publications weighted 
equally and another one which takes into account their different quality.  

It is important to underline the fact that the choice of criteria (outputs) we and 
other authors applying DEA use in assessing research activity is widely criti-
cized (Retzer and Jurasinski, 2009; Vanclay, 2011; Woelert, 2015). First, it is 
emphasized that they are mainly quantitative and as such do not always reflect 
the actual value and output of a researcher or a research institution. Second, it 
has been shown that researchers, research institutions and academic journals 
have been adapting to the indicators so that higher values of the indicators do not 
correspond to a higher quality of research (Retzer and Jurasinski, 2009). There 
are attempts to include more qualitative and soft criteria in research evaluation 
(Retzer and Jurasinski, 2009), but this has not yet been incorporated into any 
DEA-based model. This step still needs to be done: DEA models will be useful only 
if the inputs and outputs used will correctly reflect the dependencies which exist in 
reality and the criteria which really do determine the quality of researchers. 

Also, the network DEA model used in this paper has assumed a certain inter-
nal structure and stages in building up the output of the researchers. But the 
model is not ideal. First of all, the recognition of a researcher is a complex no-
tion and it can be built up in another way than it was assumed in Despotis et al. 
(2015). In particular, non-quantitative data play here an important role, which is 
omitted in our model. The other problem is the multiplicative formula for the 
aggregated efficiency. In Despotis et al. (2015) and in our paper it gives, in most 
cases, very low values, hence the question arises whether it correctly differenti-
ates among the researchers. Also, we can ask whether the input in the second 
stage (all the publications of the researcher being evaluated) is correct and what 
happens if he/she had very good publications in a remote past – is the model mo-
tivating in this case? Another question is how to separate the correct salary value 
corresponding to research activities, since the teaching load is very different in 
various institutions and countries. 

The last important problem is the availability of data. In the case of the se-
lected Polish university many important data are simply not available. Although 
publications are documented by library services and the corresponding informa-
tion is available, citations are not classified according to any categories. This is 
not logical: if the weight of a publication depends on journal quality, so should 
the weight of a citation. And information about salary and achievements are sen-
sitive data, which is protected and not available for scientific analysis of any 
kind. A coding method should be designed which would allow to store these data 
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and make them available in a legally acceptable form. The Greek university is 
much smaller and made its data available in a legal form.  

Also, there is the issue of the possible inclusion of publications in journals 
which are not on any “list”, of chapters in monographs or publications in confer-
ence proceedings. There are important contributions among them, which are val-
ued very low − the second model in Despotis et al. (2015) or not at all (our 
model). This question still awaits an answer.  

Of course, much more cases should be considered before a final recommen-
dation can be made for universities on how to evaluate researchers or for gov-
ernments on how to evaluate research institutions. However, it seems that DEA 
is, on the whole, a correct approach and it should replace the present system of 
researchers evaluation (and research institutions evaluations) which does not 
take inputs into account. Output cannot be analyzed disregarding the input, 
which is clearly shown by the example in Table 4 (the two researchers there dif-
fer strongly in experience and salary, which has to be taken into account in their 
analysis). But the question should be answered how to choose and measure in-
puts and outputs in individual stages and globally.  
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Abstract 
 

The main aim of this study is to assess the strategic factors (objectives, 
tasks and development scenarios) and to select the best scenario for local ad-
ministrative units. Two approaches are used to solve this problem: classical 
and fuzzy analytic hierarchy process based on experts’ opinions. The research 
was based on data from surveys with the councillors of the urban and rural 
municipality of Międzychód and the rural municipality of Chrzypsko Wiel-
kie. The importance of strategic factors for both municipalities was assessed, 
and the best development scenario was selected. As shown by the research, 
the most important scenario for the municipality of Chrzypsko Wielkie in-
volves the development through support for entrepreneurship and agri-food 
processing, while that for the municipality of Międzychód involves the de-
velopment by supporting housing, services and tourism. 

 

Keywords: strategic factors, choice of scenario, AHP, FAHP. 
 
1 Introduction 
 

Local development planning involves solving many complex decision-making 
issues based on multiple criteria. One of them is to establish a development 
strategy which includes assessing the strategic factors (objectives, tasks and de-
velopment scenarios) and choosing the best scenario. As the local development 
planning implies complex problems which require multidisciplinary know-how, 
it is helpful to rely on experts’ opinions and on multiple-criteria decision-making 
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methods. Many various multiple-criteria decision-making methods exist, includ-
ing the following groups: additive methods, analytic hierarchy and related meth-
ods, verbal methods, ELECTRE, PROMETHEE, reference point methods and 
interactive methods (see Trzaskalik, 2014a; 2014b). Each of these support meth-
ods features specific advantages, disadvantages and limitations. Therefore, it is 
important to select the right method for a specific decision-making problem. As 
regards local development planning, the problem is to assess the strategic factors 
and select the best development scenario among a finite number of options. This 
process consists in establishing the hierarchy of strategic factors, and ultimately 
results in selecting the best scenario. Thus, the decision makers are able to iden-
tify the most important strategic factors which, based on available information 
and preferences, may be regarded as the most appropriate ones and be recom-
mended for use in local development planning. When solving such a problem, it 
is useful to employ the analytic hierarchy methods, including the classic (Saaty, 
1980) and the fuzzy (Chang, 1996) analytic hierarchy process. 

The aim of this study is to assess the importance of objectives, tasks and de-
velopment scenarios, and to select the best scenario for local administrative 
units. To solve this problem, the assessment of strategic factors was underpinned 
by two approaches: the classic and the fuzzy analytic hierarchy process, which 
were based on opinions from municipal councillors. The surveys were conducted 
among the councillors of the Międzychód urban and rural municipality and of 
the Chrzypsko Wielkie rural municipality (Śmigielska, 2013).  
 

2  Research methodology 
 
The following steps are identified in the process of assessing the strategic factors 
and selecting the development scenario based on the classic (AHP) and fuzzy 
analytic hierarchy process (FAHP): 

Step 1. Building the hierarchic diagram of strategic factors impacting the de-
velopment of a local administrative unit.  

Step 2. Pairwise comparisons of relevance between strategic factors. 
Step 3. Validating the comparisons made by experts. 
Step 4. Calculating the local and global priorities of strategic factors. Select-

ing the best development scenario. 
The first step consists of building the hierarchic decision-making diagram 

which includes the key strategic factors impacting the development of a local 
administrative unit (Figure 1). 

 
 



                                                          Assessing the Strategic Factors and Choosing… 
 

121 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Hierarchic diagram of strategic factors for a local administrative unit 
 

Source: Author’s own study based on Saaty (1980). 
 

Table 1: Nine-grade scale of preferences between two strategic factors 
 

Intensity  
of importance Verbal description (assessment) of preferences 

Intensity of importance, 
numerical assessment 
AHP FAHP 

Equal  
importance Both factors contribute equally to achieve the objective 1 1~ = (1, 1, 1) 

Weak 
Slight preference of one strategic factor over another  
(the first strategic factor is slightly more important than  
the other) 

3 3~ = (1, 3, 5) 

Strong 
Strong preference of one strategic factor over another  
(the first strategic factor is significantly more important than 
the other) 

5 5~ = (3, 5, 7) 

Very strong 
Very strong preference of one strategic factor over another  
(the first strategic factor is definitely more important than  
the other) 

7 7~ = (5, 7, 9) 

Absolute 
Absolute preference of one strategic factor over another  
(the first strategic factor is absolutely more important than 
the other) 

9 9~ = (7, 9, 9) 

Compromise 
comparisons  
between  
the above  
values 

If the decision maker is unable to choose between two 
neighboring ratings, intermediate values are used 

2, 4, 6  
and 8 

2~ = (1, 2,4); 
4~ = (2, 4, 6); 
6~ = (4, 6, 8); 

8~ = (6, 8, 9) 
Transitiveness 
of grades 

If strategic factor i has one of the above grades assigned  
to it when compared with strategic factor j, then j has  
the reciprocal value when compared with i 

reciprocals 
of above 

reciprocals  
of above 

 

Source: Saaty (1980); Wang et al. (2009). 

 

The most general goal of the problem considered 

Sub-goal 1 Sub-goal 2 Sub-goal n 

Task  Task  Task  

 

Task  

Task  

Task  

Task  

Task  

Task  

Scenario 1 Scenario 2 Scenario m 

... 

... 

... 

... 

.... ... ... ... 
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The main strategic goal is placed at the top of the hierarchy (level I), and is 
broken up into sub-goals (level II). Each sub-goal includes separate packages of 
strategic tasks (level III) which affect the achievement of sub-goals. The tasks 
may also be decomposed into sub-tasks. The lowest level consists of the alterna-
tive decisions (development scenarios). The number of hierarchy levels depends 
on the intended level of detail (or generalization) to be maintained in the study, 
but it should not exceed seven1. Also, there should be no more than nine2 sub-
goals, tasks within a sub-goal or development scenarios.  

In the second step, strategic factors are assessed by experts through pairwise 
comparisons of importance at each level of hierarchy. At level II, sub-goals are 
compared by their contribution (importance) to the main goal. At level III, the 
importance of strategic tasks which contribute to the sub-goals is compared. The 
lowest level consists in the pairwise comparison of development scenarios based 
on their impact on the implementation of specific strategic tasks. The nine-grade 
scale of preferences between two strategic factors is used in the comparisons 
(Table 1). Verbal descriptions of preferences are converted into real numbers in 
AHP, or into triangular fuzzy numbers in FAHP. The results are written down in 
the pairwise comparison matrix: 

( )

( )

( ) ( )
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A ,

 
where (•) stands for: n (the number of sub-goals), pk (the number of tasks for k-th 
goal, k = 1, 2, …, n), m (the number of scenarios); xij is the intensity of impor-
tance of strategic factor i over strategic factor j in AHP (i, j = 1, …, (•)); these are 
average values3 of pairwise comparison assessments made by experts. Moreover, we 
have: xij = 1/xji (transitiveness of grades) and xii = 1 (equivalence of grades). In the 
case of FAHP, xij (i, j = 1, …, (•)) are replaced by triangular fuzzy numbers 

( ),,,~
ijijijij umlx =  where ( )jijijijiij lmuxx /1 ,/1 ,/1~/1~ ==  and ( ).1 ,1 ,1~ =iix  

In the third step, the pairwise comparisons are validated (see also Alonso and 
Lamata, 2006). For that purpose, the inconsistency ratio CR (Saaty, 1980) can be 
used: 
                                                 
1  This is because of the limitations of short-term memory (Miller, 1956). 
2  This is because of the limited ability to memorize information: a human can compare a maxi-

mum of five to nine items without making any significant errors, depending on the type of in-
formation compared (Miller, 1956). 

3  The geometric mean or median can be used to average the experts’ assessments. 
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%100/ ⋅= RICICR , 

where 
1

max

−
−

=
n

nCI λ
 is the inconsistency index; λmax − the maximum or main ei-

genvalue of the comparison matrix A; n − the number of rows (columns) in ma-
trix A; RI − the average random inconsistency index calculated based on a ran-
domly generated n × n matrix4 (Table 2). 
 

Table 2: Average random inconsistency index 
 

Matrix rank n 1 2 3 4 5 6 7 8 9 
Inconsistency index RI 0.0000 0.0000 0.5245 0.8815 1.1086 1.2479 1.3417 1.4056 1.4499 

 

Source: Alonso and Lamata (2006). 

 
The inconsistency ratio CR should not exceed 10%. Otherwise, the informa-

tion on preferences obtained from the experts needs to be verified as it suggests 
an excessive incoherence of pairwise comparisons between strategic factors. In 
that case, it is recommended to repeat the pairwise comparisons (Saaty, 1980).  

As regards FAHP, if the pairwise comparisons are consistent in matrix A 
composed of elements mij, then the pairwise comparisons are also consistent in 
the fuzzy matrix A~  (Csutora and Buckley, 2001).  

The purpose of AHP and FAHP is to determine the scale vector based on 
pairwise comparisons, that is, to calculate local and global priorities (step 4). 
The method for calculating local priorities is illustrated by the example of tasks. 

In the classic analytic hierarchy process (AHP), Saaty (1980) proposed the 
eigenvector method as a way to determine the values of local priorities (which 
can be approximated using various methods). The most widely adopted methods 
for determining the values of local priorities include the geometric mean. How-
ever, caution is recommended when using it, as the results may be inaccurate if 
pairwise comparison matrices are larger than 3 × 3. Another example is the nor-
malized arithmetic mean of rows:  

Step 1a. The pairwise comparison values in matrix A are normalized (nor-
malization of columns): 

∑
=

=
kp

i
ijijij xxs

1
/ ,

 
where i, j =1, 2,…, pk (the number of tasks for k-th goal, k = 1, 2, …n). 

                                                 
4  For other suggested RI values, see e.g. Saaty (1980), Aguaron and Moreno-Jiménez (2003), 

Alonso and Lamata (2006), Franek and Kresta (2014). RI values differ depending on the num-
ber of simulations. In studies conducted by Alonso and Lamata [2006], RI values are based on 
100,000 matrices for each dimension. They also demonstrated that there were no significant dif-
ferences between RI values in the case of 100,000 and 500,000 simulations. 
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Step 2a. Calculating vector wi by averaging the values in the rows of A: 

k

p

j
ij

i p

s
w

k

∑
== 1 .

 
The calculated values wi are the local priorities. 

In the fuzzy analytic hierarchy process (FAHP) proposed by Chang (1996), 
the values of local priorities are calculated as follows: 

Step 1b. Calculating the fuzzy sum for each row of the fuzzy pairwise com-
parison matrix A~  and normalizing them using operations on fuzzy numbers: 
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Step 2b. Calculating the degree of possibility that gi QQ ~~
≥  (i, g = 1, 2, …, pk , i ≠ g), 

as per the following formula: 
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and selecting the minimum of the above values: ).~~(min gi

S
i QQVw ≥=  Upon nor-

malization, the values S
iw  become the local priorities of tasks for pk (k = 1, 2, …, n) 

as a part of sub-goal k: 

∑
=

=
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i

S
i

S
ii www

1

/ .
 

Local priorities wi for sub-goals5 and development scenarios6 are calculated 
similarly, as in steps 1a and 2a (for AHP) or as in steps 1b and 2b (for FAHP). 
Local priorities of levels II and III represent the contribution of the given strate-
gic factor (sub-goal and task) to the goal of the next higher level. Local priorities 
are the basis for calculating global priorities g

iw  which represent the contribu-
tion of each strategic factor (on individual levels) to the main goal. The global 
priority is calculated by multiplying the local priority value of the strategic fac-

                                                 
5  Local and global priorities for each sub-goal are identical. 
6  Local priorities of development scenarios are calculated for each task. 
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tor at each hierarchy level by the global priority value of the related strategic 
factor at the next higher level. 

At the lowest (scenario) hierarchy level, local priorities are multiplied by the cor-
responding global priorities of tasks. The results, referred to as “partial global priori-
ties”, illustrate the contribution of a scenario to the main goal through the implemen-
tation of the given task. The sum of all partial global priorities of a scenario is the 
global priority of that scenario. The values of global priorities for individual scenar-
ios form the basis for selecting the best development scenario. The development 
scenario with the highest global priority is regarded as the most appropriate one. 
 

3  Results of empirical studies 
 
This study is an attempt to assess the strategic factors (goals, tasks and development 
scenarios) for the Międzychód urban and rural municipality and of the Chrzypsko 
Wielkie rural municipality (located in Międzychód county) using the classic and 
fuzzy analytic hierarchy processes. The first step was the establishment of the hier-
archy of strategic factors7 affecting the development of municipalities (Figure 2).  
 

 
 
 
 

 
Figure 2. Hierarchy of strategic factors affecting the development of municipalities in Międzychód county 
 

Source: Author’s own study based on planning and strategic documents of municipalities in Międzychód county. 

                                                 
7  The hierarchy includes the most important strategic factors for all municipalities in Międzychód 

county. One general hierarchy is necessary for comparing strategic factors in different types of 
municipalities. 
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The main strategic goal for the municipalities was assumed to be the multi-
functional socio-economic development. To achieve the main goal, it is neces-
sary to implement five sub-goals related to: the natural environment, the popula-
tion’s quality of life, the technical infrastructure, the social infrastructure and the 
local economy. Each sub-goal includes identified packages of strategic tasks 
which are essential for the attainment of sub-goals. 

The following task packages were identified within the sub-goals: 
Sub-goal 1: environmental protection (natural environment8) 

Tasks: 
• solving the waste disposal issues (landfills), 
• use of water bodies in the fisheries industry (water bodies), 
• use of alternative energy sources (alternative energy sources). 

Sub-goal 2: improving the population’s quality of life (quality of life) 
Tasks: 
• reducing unemployment (unemployment), 
• improving the population’s sense of security (security), 
• extending and upgrading the communication system (communication), 
• improving the street lighting (lighting). 

Sub-goal 3: expansion and modernization of the technical infrastructure 
(technical infrastructure) 
Tasks: 
• expansion and modernization of the water supply network (water supply net-

work), 
• expansion and modernization of the sewage network (sewage network), 
• expansion and modernization of the gas supply network (gas supply network), 
• expansion and modernization of the road system (roads). 

Sub-goal 4: expansion and modernization of the social infrastructure (social 
infrastructure) 
Tasks: 
• improving the condition of the healthcare system (healthcare), 
• improving the condition of the education system (education), 
• increasing the number of cultural and arts facilities (culture and arts), 
• increasing the number of sports facilities (sports facilities). 

Sub-goal 5: development of the local economy (economy) 
Tasks: 
• development of tourism (tourism), 
• modernization of agriculture (agriculture), 

                                                 
8  The terms to be used later in this paper are put in brackets. 
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• construction of industrial sites (industrial sites), 
• development of residential housing (housing). 

With these tasks in mind, three alternative development scenarios were de-
veloped:  

Scenario 1: multi-functional development through support for housing, ser-
vices and tourism. 

Scenario 2: multi-functional development through support for entrepreneur-
ship and agri-food processing. 

Scenario 3: multi-functional development through support for agriculture and 
diversification of farm activities. 

The strategic factors were compared pairwise at each hierarchy level by local 
experts (councillors9 of the municipalities under consideration). Based on ex-
perts’ opinions, local and global priorities were calculated for sub-goals, tasks 
and development scenarios with the use of AHP and FAHP. The method for cal-
culating priorities is illustrated by the example of tasks within the environmental 
protection goal for the Międzychód municipality. 
 

Table 3: Verbal and numerical assessment of pairwise comparisons between tasks within  
the environmental protection sub-goal for the Międzychód municipality 

 

Councillor 

Intensity of importance of the first task over the second one: verbal assessment 
numerical assessment (triangular fuzzy number) 

landfills/ 
water bodies 

landfills/ 
alternative energy sources 

water bodies/ 
alternative energy sources 

1 
weak+ 

4 (2, 4, 6) 
weak+ 

4 (2, 4, 6) 
equal importance 

1 (1, 1, 1) 

2 
strong+ 

6 (4, 6, 8) 
strong 

5 (3, 5, 7) 
strong+ 

6 (4, 6, 8) 

3 
strong 

5 (3, 5, 7) 
very strong+ 

8 (6, 8, 9) 
weak 

3 (1, 3, 5) 
… … … … 

13 
strong 

5 (3, 5, 7) 
strong 

5 (3, 5, 7) 
absolute 

9 (7, 9, 9) 

14 
equal importance 

1 (1, 1, 1) 
strong 

5 (3, 5, 7) 
strong+ 

6 (4, 6, 8) 

15 
strong 

5 (3, 5, 7) 
strong 

5 (3, 5, 7) 
equal importance 

1 (1, 1, 1) 
Geometric mean 1.995 (1.289; 1.995; 2.775) 1.900 (1.189; 1.900; 2.764) 1.256 (0.796; 1.256; 1.786) 

 

+ Means a slightly stronger intensity of importance if the decision maker is unable to choose between two 
neighboring ratings. 
 

Source:  Author’s own study based on the results of a survey with the councillors of the Międzychód munici-
pality in 2013. 

                                                 
9  The number of councilors depends on the number of inhabitants and is set by law (The Act on 

Commune Self-Government, 1990): 15 councilors for municipalities up to 20,000 inhabitants. 
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Pairwise comparisons of tasks, presented as linguistic variables, were con-
verted into the corresponding numerical values and averaged using geometric 
mean (Table 3). These values were arranged into the pairwise comparison matrix 
in AHP (Table 4), or into the equivalent fuzzy matrix in FAHP (Table 5).  
 

Table 4: Pairwise comparison matrix for tasks under sub-goal 1 and local priority values 
 

i Tasks 

Pairwise comparison matrix for tasks
Normalized pairwise comparison  

matrix for tasks 
wi 

landfills 
water  
bodies 

alternative 
energy 
sources 

landfills 
water  
bodies 

alternative 
energy 
sources 

1 Landfills 1.000 1.995 1.900 0.493 0.526 0.457 0.492 
2 Water bodies 0.501 1.000 1.256 0.247 0.264 0.302 0.271 

3 
Alternative  
energy sources

0.526 0.796 1.000 0.259 0.210 0.241 0,237 

Total 2,027 3.791 4.156 1.000 1.000 1.000 1.000 
 

λmax = 3.008, RI = 0.5245, CI = 0.004, CR = 0.76%. 
 

Source:  Author’s own calculations based on the results of a survey with the councillors of the Międzychód 
municipality in 2013. 

 
Table 5: Fuzzy pairwise comparison matrix for tasks under sub-goal 1 

 

i Tasks 
Fuzzy pairwise comparison matrix for tasks 

iQ~  landfills water bodies alternative energy sources

1 Landfills (1.000; 1.000; 1.000) (1.289; 1.995; 2.775) (1.189; 1.900; 2.764) (0.264; 0.491; 0.865) 

2 
Water  
bodies 

(0.360; 0.501; 0.776) (1.000; 1.000; 1.000) (0.796; 1.256; 1.786) (0.163; 0.276; 0.471) 

3 
Alternative 
energy 
sources 

(0.362; 0.526; 0.841) (0.560; 0.796; 1.257) (1.000; 1.000; 1.000) (0.146; 0.233; 0.410) 

 

Source:  Author’s own calculations based on the results of a survey with the councillors of the Międzychód 
municipality in 2013. 

 

The consistency of pairwise comparisons was also checked. In this case, the 
inconsistency ratio was 0.76% which means that the pairwise comparisons of 
tasks under sub-goal 1 for the Międzychód municipality were consistent. Next, 
the pairwise comparison matrix was used to determine the local priority vectors 
wi in AHP (Table 4) and FAHP (Table 6). As shown by the results, the most im-
portant task under the environmental protection goal was to solve the landfill is-
sue. The local priorities for this task were 0.492 (AHP) and 0.539 (FAHP) which 
means that its contribution to the first sub-goal was around 50%. The other two 
tasks had significantly lower values of local priorities (Tables 4 and 6), and 
therefore were less important for the attainment of the environmental protection 
sub-goal than the first task. 
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Table 6: Calculating the local priorities of tasks in FAHP 
 

i 
iQ~  g 

gQ~ ( )gi QQV ~~
≥  ( )gi QQV ~~min ≥  wi 

li mi ui lg mg ug 

1 0.264 0.491 0.865 2 0.163 0.276 0.471 1.000 
1.000 0.539 

1 0.264 0.491 0.865 3 0.146 0.233 0.410 1.000 
2 0.163 0.276 0.471 1 0.264 0.491 0.865 0.492 

0.492 0.266 
2 0.163 0.276 0.471 3 0.146 0.233 0.410 1.000 
3 0.146 0.233 0.410 1 0.264 0.491 0.865 0.362 

0.362 0.195 
3 0.146 0.233 0.410 2 0.163 0.276 0.471 0.850 
        total 1.854 1.000 

 

Source:  Author’s own calculations based on the results of a survey with the councillors of the Międzychód 
municipality in 2013. 

 
The values of local priorities for other tasks, sub-goals and development sce-

narios are calculated in a similar way. The next step is to calculate the global 
priorities. In the case of sub-goals, the local and global priorities are the same. 
Global priorities for tasks are calculated by multiplying the local priority value 
of a task by the corresponding global priority value of the sub-goal. When mul-
tiplied by the values of global priorities for tasks, the local priorities for scenar-
ios become partial priorities. The global priority is determined only after the par-
tial priorities within a scenario have been added together. 

Table 7 shows the values of global priorities for sub-goals and tasks for the 
Międzychód and Chrzypsko Wielkie municipalities. Note that calculations based 
on AHP and FAHP showed similar values of global priorities. The sub-goals re-
lated to the development of the technical and social infrastructure were impor-
tant to both municipalities. In the Międzychód municipality, the global priority 
values for the technical infrastructure calculated using AHP and FAHP were 
0.228 and 0.223, respectively. For the social infrastructure, the respective values 
were 0.220 and 0.215. Similarly, in the Chrzypsko Wielkie municipality, the 
global priority values calculated using AHP and FAHP for the technical infra-
structure were 0.222 and 0.219, respectively, and 0.195 and 0.201 for the social 
infrastructure. In addition to important sub-goals shared between the municipali-
ties, the urban and rural municipality of Międzychód demonstrated the impor-
tance of the environmental protection sub-goal (AHP: 0.211, FAHP: 0.214). The 
rural municipality of Chrzypsko Wielkie, on the other hand, attached importance 
to improvements in quality of life (AHP: 0.219, FAHP: 0.216) and local econ-
omy development (AHP: 0.223, FAHP: 0.216). All these goals are rated as “me-
dium important” by the municipal councillors (with global priority values at 
around 0.2). Other goals were slightly less important to the municipalities. 



  A. Łuczak 
 
130 

The global priority values calculated with FAHP (Table 7) were used to dis-
cuss the importance of tasks. In the urban and rural municipality of Międzychód, 
one of the most important tasks was solving the landfill issue. The global prior-
ity of that task was 0.115 which means that its contribution to the main goal was 
11.5%. As regards the rural municipality of Chrzypsko Wielkie, the key tasks 
were reducing the unemployment (a global priority of 0.127) and extending and 
upgrading the healthcare infrastructure (0.101). 
 

Table 7: Values of global priorities for sub-goals and tasks for the Międzychód  
and Chrzypsko Wielkie municipalities 

 

Sub-goals 
Międzychód 

Chrzypsko 
Wielkie Tasks 

Międzychód 
Chrzypsko 

Wielkie 
AHP FAHP AHP FAHP AHP FAHP AHP FAHP 

Environmental 
protection 

0,211a) 0,214 0,142 0,149

landfills 0.104 0.115 0.078 0.084 
water bodies 0.057 0.057 0.037 0.046 
alternative energy 
sources 

0.050 0.042 0.027 0.019 

Quality of life 0,160 0,167 0,219 0,216

unemployment 0.054 0.056 0.107 0.127 
security 0.048 0.055 0.044 0.043 
communication 0.029 0.031 0.038 0.038 
lighting 0.029 0.026 0.030 0.007 

Technical  
infrastructure 

0,228 0,223 0,222 0,219

water supply network 0.073 0.079 0.077 0.079 
sewage network 0.066 0.069 0.062 0.066 
gas supply network 0.028 0.009 0.020 0.000 
roads 0.062 0.066 0.063 0.074 

Social  
infrastructure 

0,220 0,215 0,195 0,201

healthcare 0.071 0.076 0.084 0.101 
education 0.070 0.087 0.058 0.077 
culture and arts 0.027 0.000 0.023 0.000 
sport facilities 0.051 0.052 0.030 0.022 

Economy 0,181 0,181 0,223 0,216

tourism 0.035 0.036 0.045 0.043 
agriculture 0.054 0.053 0.079 0.075 
industrial sites 0.047 0.046 0.048 0.047 
housing 0.045 0.046 0.051 0.051 

 
a) Priority values for the most important sub-goals are in bold. 
 

The highest values of global priorities for tasks  ∈ (0.09; 0.13〉 are in dark grey; the important tasks  ∈ (0.06; 
0.09〉 are in medium grey; the medium important tasks  ∈ (0.03; 0.06〉 are in light grey; tasks  ∈ 〈0; 0.03〉 which 
do not have to be urgently implemented are in white. 
 

Source:  Author’s own calculations based on the results of surveys with the councillors of the Międzychód and 
Chrzypsko Wielkie municipalities in 2013. 

 
Moreover, the two municipalities attached importance to tasks related to the 

development and upgrade of the water supply and sewage networks and roads; 
as well as to tasks involving the upgrade of education facilities. The extension 
and upgrade of the healthcare infrastructure proved to be important to the 
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Międzychód municipality. In the rural municipality of Chrzypsko Wielkie two 
important tasks were identified: solving the landfill issue and developing the ag-
riculture. The global priorities for these tasks fell into the interval (0.06; 0.09〉.  

The use of FAHP allowed also to discover some tasks which do not need to 
be implemented. In both municipalities, these were increasing the number of cul-
tural and arts facilities. Moreover, the extension of the gas supply network 
proved not to be necessary in Chrzypsko Wielkie municipality. The global priori-
ties for these tasks were zero.  
 

Table 8: Importance hierarchy of tasks for the Międzychód  
and Chrzypsko Wielkie municipalities 

 

Sub-goals Tasks Międzychód Chrzypsko Wielkie 
FAHP FAHP 

Environmental  
protection 

landfills +++ ++ 
water bodies + + 
alternative energy sources + 0 

Quality of life 

unemployment + +++ 
security + + 
communication + + 
lighting 0 0 

Technical infrastructure 

water supply network ++ ++ 
sewage network ++ ++ 
gas supply network 0 0 
roads ++ ++ 

Social infrastructure 

healthcare ++ +++ 
education ++ ++ 
culture and arts 0 0 
sport facilities + 0 

Economy 

tourism + + 
agriculture + ++ 
industrial sites + + 
housing + + 

 

+++ means the most important task; ++ means an important task; + means a medium important task; 0 means  
a non-urgent task. 
 

Source: Author’s own study based on Table 7 data. 

 
In the Międzychód municipality, the most important task was identified (with 

a global priority value g
iw ∈(0.09; 0.13〉) together with five important tasks  

( g
iw ∈ (0.06; 0.09〉), ten medium important tasks ( g

iw ∈ (0.03; 0.06〉) and three 
non-urgent tasks ( g

iw ∈〈0; 0.03〉). In the rural municipality of Chrzypsko Wiel-
kie, there were two most important tasks, six important tasks, six medium impor-
tant tasks, and five non-urgent tasks (Tables 7 and 8). 
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The proposed importance hierarchy of tasks for the municipalities (Table 8), 
as supplemented with information on funding sources and operators charged 
with the performance of specific tasks, may be used when drawing up the devel-
opment strategies for the municipalities. 
 

Table 9: Global priority values for the development scenarios for the Międzychód  
and Chrzypsko Wielkie municipalities 

 

Scenarios 
Międzychód Chrzypsko Wielkie 

AHP FAHP AHP FAHP 
Multi-functional development through support  
for housing, services and tourism 0.422 0.482 0.323 0.309 

Multi-functional development through support  
for entrepreneurship and agri-food processing 0.363 0.396 0.353 0.380 

Multi-functional development through support  
for the agriculture and diversification of farm activities 0.215 0.122 0.324 0.311 

 

Source: Author’s own calculations based on the results of surveys with the councillors of the Międzychód and 
Chrzypsko Wielkie municipalities in 2013. 

 
With these approaches, it was also possible to assess the importance of de-

velopment scenarios for the municipalities under consideration (Table 9). In the 
case of the Międzychód municipality, the results of AHP and FAHP analyses 
were similar. The multi-functional development through support for the housing, 
services and tourism (with a global priority of 0,422 and 482, respectively) 
turned out to be the best scenario (Table 9). As regards the Chrzypsko Wielkie 
rural municipality, the results obtained from AHP did not provide an unequivocal 
identification of the best development scenario, since the global priorities had 
similar values (around 0.3). In this case, FAHP proved to be useful in solving 
this problem as it provided a basis for selecting the development scenario in-
volving multi-functional development through support for entrepreneurship and 
agri-food processing. The global priority for this scenario was 0.380 (Table 9). 
 

4  Summary 
 
In presented approaches, quantitative methods are combined with qualitative ex-
perts’ assessments. The use of AHP and FAHP allowed to assess the importance 
of sub-goals, strategic tasks and development scenarios for municipalities based 
on experts’ opinions. Both methods resulted in similar importance ratings of 
strategic factors. However, FAHP allowed to “sharpen” the values of global pri-
orities as compared to classic AHP which was particularly evident in the assess-
ment of the development scenarios. The classic AHP has failed to unequivocally 
identify the best scenario for the Chrzypsko Wielkie municipality. This was only 
possible using FAHP. 
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In the Chrzypsko Wielkie municipality, the most important scenario involved 
the development through support for entrepreneurship and agri-food processing. 
In the urban and rural municipality of Międzychód, the best scenario involved 
the development through support for housing, services and tourism. 

Moreover, the use of FAHP allowed to eliminate the tasks with the lowest 
strategic importance (global priority equal to zero). Furthermore, based on task 
importance assessments by local experts, the importance hierarchy of tasks was 
established to identify the most important ones (priority tasks), important tasks, 
medium-important tasks and non-urgent tasks. 

The proposed approach to the assessment of importance of strategic factors 
for a municipality can be used in the planning of socio-economic development 
of administrative units as the underlying reason for building the development 
strategy. 
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Abstract 
 

When looking for a valuable resource, many people use information from 
the Internet as a way of choosing a small number of offers to investigate in 
more detail. This paper considers strategies based on the filtering of initial in-
formation. A new model is presented according to which the goal of the deci-
sion maker is to maximise her expected reward from search taking into ac-
count the search costs. The effectiveness of strategies based on filtering is 
compared to sequential search based on a threshold and exhaustive search of 
a chosen number of items. 

 

Keywords: filtering, job search problem, multiple signals, sequential search. 
 
1 Introduction 
 

When searching for a valuable good (e.g. a car or house), individuals very often 
use a two-stage process. In the first stage, the Internet or a specialist magazine 
may be used in order to find a number of offers that seem promising. This stage 
is normally characterised by the ability to compare general information regard-
ing a large number of offers at relatively low cost. This stage may be thought of 
as wide, shallow search. On the basis of this initial information, the searcher 
may choose a number of offers to investigate more closely. It is assumed that the 
search costs for obtaining additional information at this stage are relatively large. 
Hence, the second stage may be called narrow, deep search. During (or after) this 
stage, the searcher may decide to purchase one of the offers and thus stop searching, 
or to return to the first stage of searching. Hence, the search process can be charac-
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terised as being partially parallel, since a number of offers can be considered at the 
same time. It is also partially sequential, since if the searcher returns to the first stage 
of search, then only new offers will be considered. 

MacQueen and Miller (1960) presented a model of sequential search. A deci-
sion maker observes a (theoretically unlimited) sequence of offers whose values 
come from a known distribution and must at each stage decide whether to accept 
or reject an offer. A fixed cost is paid for observing each offer. Once an offer has 
been accepted, then the decision maker ceases searching. The optimal strategy 
for this problem is to accept the first offer whose value exceeds the expected re-
ward from search, i.e. a threshold strategy. Various variations of such a problem 
have also been considered in the economics literature, in terms of a consumer 
searching for a job or product, and in the biological literature, particularly as 
models of mate choice in which just females are choosy. Stigler (1961) consid-
ered a similar model of consumer search. He assumed that the strategy of a con-
sumer, the so called “best-of-n rule”, is defined by the number of offers to ob-
serve, n. The consumer accepts the best of the n offers observed. The optimal 
strategy, which observes n* offers, satisfies the condition that n* is the largest 
integer n satisfying the condition that the expected marginal gain from observing 
the n-th offer (calculated before any offers are observed) is greater than the cost 
of observing the n-th offer. Hence, Stigler assumes that a consumer can return to 
a previously observed offer. However, given that the number of offers is unlim-
ited and search costs are proportional to the number of objects seen, the thresh-
old rule presented by MacQueen and Miller (1960) indicates that the recall of 
previous offers is of no value. Janetos (1980) compares various types of search 
rules, including threshold rules and best-of-n rules, in the context of mate choice. 
Based on his assumptions, the number of prospective mates was essentially fixed 
and search costs were not specifically modelled, Janetos concluded that best-of-n 
rules are the most effective. Real (1990) incorporates search costs into his model of 
mate choice and shows that when search costs are proportional to the number of 
prospective mates seen, then threshold rules are optimal. Hutchinson and Hałupka 
(2004) consider a model in which the population of males is patchy (i.e. search costs 
are not proportional to the number of males seen). They conclude that best-of-n type 
rules work best when males group together in so-called leks (i.e. recall of recently 
seen prospective partners is possible and cheap) and there is little spatial variation in 
the values of males. When males are more dispersed (i.e. recall of previously seen 
prospective partners is expensive or impossible) and/or there is spatial variation in 
the values of mates, then threshold rules are more successful. 

The articles considered above assume that all the information regarding the 
value of an offer is observed at a single moment. MacQueen (1964) extended 
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this approach to model sequential search in which the decision maker can gain 
additional information about an offer, which incurs additional inspection costs. 
The decision maker first observes a quantitative signal of the value of an object 
and on the basis of this observation chooses one of the following three options: 
a) immediately accept the offer and stop searching, b) gain additional informa-
tion, in the form of a second signal, about the offer, c) reject the offer and con-
tinue searching. In case b), after observing the additional information, the deci-
sion maker must decide whether to accept or reject the offer. When the joint 
distribution of the two signals is known and the search costs are linear in both 
the number of offers seen and the number of times that the second signal is ob-
served, then the optimal strategy is defined by a vector of three thresholds ሺݐଵ, ,ଶݐ  ଵ, then anݐ ଷሻ. If the quantitative measure of the first signal is less thanݐ
offer should be immediately rejected. If this measure is greater than ݐଶ, then the 
offer should be immediately accepted. Otherwise, additional information should 
be gathered about the offer. After the second signal has been observed, then the 
offer should be accepted if and only if the value of the object based on the two 
signals is at least ݐଷ. Ramsey (2015) derives the specific form of this optimal 
policy when the two signals come from a joint normal distribution and the value 
of an offer is equal to a linear combination of the two signals. This approach is 
based on the concept of multi-attribute linear utility (MLU, see Keeney and 
Raiffa, 1993), which is one approach sometimes used to solve multi-criteria de-
cision problems. Lim et al. (2006) extend this model to one where multiple sig-
nals describing the value of an offer are available. It is assumed that these sig-
nals must be observed in a particular order and that the expected value of an 
offer given the value of a signal is increasing in the quantitative measure of this 
signal. They define a dynamic programming procedure that derives the optimal 
policy for such a problem. Wiegmann et al. (2010) consider a similar problem 
within the framework of a mate choice problem. Bearden and Connolly (2007a, 
2007b) consider an approach to such problems based on the concept of satis-
ficing (see Simon, 1995). Based on such a strategy, the second signal is observed 
only when the quantitative measure of the first signal exceeds the appropriate 
threshold. Given that the second signal is observed, then the offer is accepted if 
and only if the quantitative measure of this signal exceeds the specified thresh-
old. They show that such strategies can be close to optimal and on the basis of 
experiments find that individuals who are restricted to using satisficing strategies 
are on average as successful as individuals who are allowed to use strategies of 
the same form as the optimal strategy. Chun (2015) uses a similar approach, but 
assumes that the most important trait is optimised subject to satisficing other 
conditions. 
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Hogarth and Karelaia (2005) consider a problem in which a number of binary 
signals can be observed for each offer and offers can be observed in parallel. In 
accordance with the concept of satisficing, these signals can be interpreted as 
stating whether a given condition is satisfied or not. It is assumed that these con-
ditions can be ranked according to importance. One approach to selecting an of-
fer is the DEBA Procedure (Deterministic Elimination by Aspects). The decision 
maker starts with the most important condition and eliminates those offers that 
do not satisfy this condition. The decision maker then passes on to successively 
less important criteria and at each stage eliminates those offers that do not satisfy 
the present criterion. If only one offer is left, then that offer is chosen. If none of 
several remaining offers satisfy the present condition, or all of the conditions 
have been considered and several offers still remain, then an offer is chosen at 
random from those remaining. The effectiveness of such a procedure is com-
pared to the so-called Equal Weighting Procedure (EW), according to which all 
the signals are observed for each offer and the offer that satisfies the most condi-
tions is accepted (or a random choice made between the offers satisfying the 
most criteria). It is shown that when preferences are non-compensatory, i.e. the 
weight of a given condition is greater than the sum of the weights of less impor-
tant criteria, then the DEBA procedure outperforms the EW procedure. Baucells 
et al. (2008) investigates the effectiveness of the DEBA procedure under various 
assumptions. It should be noted that in problems of this type the decision maker 
can choose in which order to observe the signals, unlike in the problem consid-
ered in this paper, where it is assumed that there is a natural order in which the 
signals must be observed. Also, these models do not explicitly model the costs of 
searching or making decisions. In the context of mate choice, Fawcett and 
Johnstone (2003) consider a similar problem where two binary traits are associ-
ated with the value of a prospective mate, but they define explicit costs for ob-
serving a trait. They derive conditions for the optimality of i) random mating,  
ii) mating based on one signal and iii) mating based on both signals. In the case 
that both signals should be considered, they derive a condition which determines 
which signal should be observed first. 

Analytis et al. (2014) consider a two-stage search process, in which the in-
formation obtained in the first stage is used to decide in which order the offers 
should be investigated in the second round. Hence, in the first round comparison 
is made in parallel. The second round involves sequential inspection of the of-
fers, starting with the offer that was adjudged to be the best in round one. At this 
stage, an offer is accepted and search ceases when the expected value of the of-
fer given the second signal is greater than the expected reward from continued 
search (i.e. a threshold rule is used). This approach is developed in Analytis et al. 
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(2015), where a decision maker is searching for a good whose utility depends both 
on his/her preferences and (positively) on the popularity of that good (this might be 
appropriate for modelling the utility of e.g. a book or CD). Since Internet suppliers 
often order goods according to popularity, buyers use this as an initial filter in a se-
quential search procedure. Chhabra et al. (2014) look at a similar problem from the 
point of view of an information provider who wishes to set prices for services. 

This article is intended as a starting point for building a model of searching for  
a valuable good which has unique (or near unique) characteristics, e.g. a house or 
second hand car. In the first round of search, information can be gained on a rela-
tively large number of offers in parallel at low cost. The search costs incurred in the 
second round are assumed to be greater. Also, it is assumed that the information ob-
tained in the first stage is of a more quantitative nature than the information gained 
in the second stage. For example, the description of a flat in the Internet will give 
specific information about the size, price and location of the flat, which can be 
evaluated in numerical terms. Visiting a flat will give additional information, which 
will tend to be of a more qualitative nature. Hence, the model assumes that in the 
first stage of search a quantitative measure of the value of an offer will be observed 
and after the second stage the searcher can only rank the offers. 

Another of the goals of the article is to highlight conditions under which  
a strategy based on filtering can be optimal. Under such a strategy, on the basis 
of the first stage, the decision maker should choose a relatively small number of 
promising offers to observe more closely in the second round, before making  
a final decision. In particular, a comparison of the article of MacQueen (1964) 
with the research of Hutchinson and Hałupka (2004) is particularly useful in this 
regard. Sequential search using a threshold strategy, rather than a filtering strat-
egy, will be optimal when the search costs are proportional to the number of of-
fers observed and the searcher perfectly observes quantitative signals, as well as 
having perfect information about the distribution from which signals come (and 
their relation to the value of an offer). Hutchinson and Hałupka (2004) note that 
when the search costs are not linear and recall of previously seen mates is possi-
ble (this is the case when offers are observed in parallel), then best-of-n type 
rules may work very well. This is also true when decision makers do not have 
perfect information regarding the distribution of the value of offers. Also best-of-n 
type rules will work well when signals cannot be observed precisely, but can 
only be ranked according to attractiveness (for example, it is impossible to say 
anything about the attractiveness of the first offer observed, since it cannot be 
compared with anything). It follows that filtering strategies should be effective 
when one or more of the following conditions are satisfied: 
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1.  In the first round a number of offers can be observed in parallel and the aver-
age search cost per offer is decreasing in the number of observations. 

2.  The decision maker does not have perfect information regarding the distribu-
tion of the signals or their relation to the value of offers. 

3.  Some of the signals cannot be precisely measured, but are comparable. 
The model considered here assumes that the second signal cannot be pre-

cisely measured. However, search costs are assumed to be proportional to the 
number of offers investigated and it is implicitly assumed that the decision 
maker knows the distribution of the signals. Intuitively, if the amount of infor-
mation contained in the second signal is sufficiently large, then the optimal strat-
egy should be a filtering strategy. 

Section 2 presents the model and describes how the optimal strategy is derived. 
Three types of strategy which are particularly important in this framework are high-
lighted: i) sequential search using a threshold based purely on the first signal, ii) full 
investigation of a number n of observations, iii) filtering strategies. Section 3 pre-
sents an example where the two signals have exponential distributions. This is used 
to illustrate the derivation of the optimal strategy. Section 4 presents the results and, 
in particular, concentrates on the form of the optimal policy according to the relative 
amount of information contained in the second signal. Conclusions and some direc-
tions for future research are given in Section 5. 
 

2 A model with incomplete information 
 
This section considers a new model of two-stage search in which the signal ob-
served in the first round of search can be summarised using a quantitative vari-
able, ଵܺ, whereas the overall impression of an offer after the second round can 
only be ranked in comparison to the other offers observed within a batch. How-
ever, it is assumed that the overall value of the object is a quantitative value that 
comes from some distribution conditional on ଵܺ. The cost of inspecting an offer 
in round i is defined to be ܿ, ݅ ൌ 1,2. 

The strategy of a searcher is defined by a vector of two variables (n, t), where 
n is the number of objects observed in a batch and t is the threshold used in the 
first round. Offer j, 1 ≤ j ≤ n passes through to round two if and only if ଵܺ,   ,ݐ
where ଵܺ, is the j-th observation of the variable ଵܺ. If no offer from a batch ex-
ceeds this threshold, then the searcher observes another batch. If exactly one of-
fer from a batch exceeds this threshold, then this offer is automatically accepted 
without incurring any search costs in the second round. If ݈ offers from a batch 
pass through to round two, where ݈  1, then these offers are compared and the 
appropriate search costs are incurred, i.e. ܿଶ݈. Note that during the second round 
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it suffices that the searcher remembers the best offer seen so far and compares 
this to each new offer. After observing all ݈ offers, the searcher accepts the most 
highly ranked offer. 

From the description of such strategies, a strategy with a batch size of one is 
a sequential search policy based purely on the first signal and defined by the ap-
propriate threshold. Assuming that ଵܺ is a positive random variable, it follows 
that for ݊  1, an individual following the strategy (݊, 0) will fully inspect all ݊ objects in a batch and accept the best one seen. For these reasons, a strategy ሺ݊,  .0 < ݐ ሻ will be called a filtering strategy when ݊ > 1 andݐ

The goal of the searcher is to maximise the expected reward from search, 
which is assumed to be the value of the offer accepted minus the search costs in-
curred. Define ܹሺ݊,   ሻ to be the random variable denoting the reward ofݐ
a searcher using the strategy ሺ݊, ܮ ሻ. Letݐ ؠ ,ሺ݊ܮ  ሻ be the number of offers thatݐ
pass through to the second round. It follows that ܮ~Binሺ݊,   ሻ, where ൌ ܲሺ ଵܺ   ሻ. Conditioning on the number of offers that pass through to theݐ
second round, from the form of the strategy, we obtain:  ܧሾܹሺ݊, ܮ|ሻݐ ൌ 0ሿ ൌ ,ሾܹሺ݊ܧ  ሻሿݐ െ ܿଵ݊ 
,ሾܹሺ݊ܧ  ܮ|ሻݐ ൌ 1ሿ ൌ |ሾܸܧ  ଵܺ  ሿݐ െ ܿଵ݊   ܧ maxଵஸஸ൛ ܸห ଵܺ,  ൟ൨ݐ െ ܿଵ݊ െ ܿଶ݈, for 2  l  ݊, 
where ܸ is the overall value of the j-th offer seen in round 2. It follows that the 
value function, ܧሾܹሺ݊, -ሻሿ may be derived using the adaptation of the law of toݐ
tal probability to expected values. A two-step procedure is used to find the opti-
mal strategy. Firstly, the optimal threshold for a given batch size is found and then 
we optimize over the set of batch sizes. Note that we may obtain an estimate of how 
large the optimal batch size is by considering the expected number of items that 
should be seen under a policy based purely on the first signal. This is considered in 
the next section on the basis of an example. The optimal threshold for a given batch 
size is found using a program written in R using the Optimx package (see Kelley, 
1999). Since the value function can have local optima, these functions were graphed 
in order to ensure that the global maximum was selected. 
 

3 Example 
 
It is assumed that the first signal, ଵܺ, has an exponential distribution with mean 
1 and the second signal, ܺଶ, has an exponential distribution with mean ߤ, inde-
pendently of the first signal. The value of an offer is given by ܸ ൌ ଵܺ  ܺଶ. The 
value of the first signal is observed precisely, while the values of the offers can 
only be ranked. Since the standard deviation for an exponential distribution is 

(1) 
 

(2) 
 

(3) 
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equal to the mean, the proportion of the information about the value of an offer 
described by the value of the second signal (if it could be precisely observed) 
may be defined by ݍ ൌ ఓଵାఓ. The cost of observing the first signal is ܿଵ ൌ 0.01 

and the cost of closer inspection is ܿଶ ൌ  Hence, in the second round the .ߤ0.1
cost of search relative to the amount of information gained is 10 times greater 
than in the first round. 

In order to estimate the optimal batch size and the expected number of offers 
from a batch that pass through to round two when a filtering policy is optimal, 
we consider two auxiliary search problems. The first problem assumes that the 
searcher uses a sequential search policy based purely on observations of the first 
signal (i.e. uses a batch size of one). The second problem assumes that the 
searcher uses a policy of the form: compare ݇ values of the second trait and 
choose the best one. From the linearity of both the search costs and the value of 
an offer as a function of ଵܺ and ܺଶ, as well as the independence of these two 
variables, it is expected that the optimal batch size should be close to the ex-
pected number of offers seen under the optimal strategy in the first auxiliary 
problem and the expected number of offers passing through to the second round 
should be close to the optimal choice of ݇ in the second problem. 

In the first auxiliary problem, an offer should be accepted only when its value 
is greater than the future expected reward from search (ignoring any costs  
already incurred), i.e.: ݐ ൌ }ሾmaxܧ ଵܺ, ሽሿݐ െ ܿଵ ൌ ሾܧ ଵܺ| ଵܺ  ሿܲሺݐ ଵܺ  ሻݐ  ሺܲݐ ଵܺ ൏ ሻݐ െ ܿଵ = ൌ ሺ1  ሻ݁ି௧ݐ  ሺ1ݐ െ ݁ି௧ሻ െ ܿଵ.  

The second line follows from the lack of memory property of the exponential 
distribution. Hence, the optimal threshold satisfies ݁ି௧ ൌ ܿଵ ֜ ݐ ൌ lnሺܿଵି ଵሻ. Thus 

the probability of accepting an offer under the optimal policy is ܲሾ ଵܺ    lnሺܿଵି ଵሻሿ ൌ  ܿଵ and the expected number of offers observed before one is ac-
cepted is ܿଵି ଵ. 

In the second problem, the strategy is defined by the number of offers to be 
inspected. After observing these offers, the searcher chooses the best one. Note 
that it is better to observe ݇ objects rather than just ݇ െ 1 if and only if the ex-
pected increase in the value of the best object seen (based entirely on ܺଶ) is at 
least as great as the inspection costs. The probability that the ݇-th offer is the 
best is 1/݇. Given that the ݇-th offer is the best, then the amount by which the 
value of this offer exceeds the value of the previously best offer has an exponen-
tial distribution with mean μ (again from the lack of memory property of the ex-
ponential distribution). It follows that the optimal choice of ݇ is given by the 
largest value of ݇ that satisfies ఓ  ܿଶ ֜ ݇  ఓమ. 

(4) 
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Using these two auxiliary problems, under a strategy involving filtering, the 
size of a batch should be around 100 and the expected number of objects seen in 
the second round should be close to 10. 

Now consider the search problem with two-step inspection. Under the filter-
ing strategy ሺ݊,  ሻ, the probability of an offer passing through to the secondݐ
round is ܲሺ ଵܺ  ሻݐ ൌ ݁ି௧. Hence, the number of offers observed in round 2, ܮ, 
has a binomial distribution with parameters ݊ and ݁ି௧. 

Let ܺ, denote the numerical measure of the ݅-th signal for the ݆-th offer to be 
seen in round 2. Using the lack of memory property of the exponential distribu-
tion, the particular forms of Equations (2) and (3) giving the expected reward 
from search conditional on the number of offers observed in the second round 
are given by: ܧሾܹሺ݊, ܮ|ሻݐ ൌ 1ሿ ൌ  1  ݐ  ߤ െ ܿଵ݊  

,ሾܹሺ݊ܧ  ܮ|ሻݐ ൌ ݈ሿ ൌ ݐ  maxଵஸஸሾ ଵܺ,  ܺଶ,ሿ െ ܿଵ݊ െ ܿଶ݈, for 2  ݈  ݊. 
From the form of Equation (6), it is clear that in order to solve this problem 

we should derive the distribution of maxଵஸஸሾ ଵܺ,  ܺଶ,ሿ. The density function 
of the value of an offer, ܸ ൌ ଵܺ  ܺଶ, can be derived from the convolution of ଵܺ and ܺଶ, i.e.: 

݂ሺݒሻ ൌ  න ݂భሺݔሻ ݂మሺݒ െ ௩.ݔሻ݀ݔ
  

This gives: 

݂ሺݒሻ ൌ ൞exp ቀെ ቁߤݒ െ expሺെݒሻߤ െ 1 , ߤ ് ,௩ି݁ݒ1 ߤ ൌ 1.  
Since the values of the offers are independent, for ߤ ് 1 the distribution 

function of the maximum value of a set of ݈ offers, ܷ , is given by: 

ሻݒሺܨ ൌ ܲሺ ܷ  ሻݒ ൌ ܲሺܸ  ሻݒ ൌ 1 െ expߤ ቀെ ቁߤݒ െ expሺെݒሻߤ െ 1 .  
Since ܷ is a positive random variable, it follows that: 

ሺܧ ܷሻ ൌ න ൣ1 െ ݒሻ൧݀ݒሺܨ ൌ න 1 െ∞

 1 െ expߤ ቀെ ቁߤݒ െ expሺെݒሻߤ െ 1  ∞.ݒ݀

   
 
 
 
 

(5) 
 

(6) 
 
 
 
 
 
 

(7) 
 
 
 

(8) 
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Expanding the integrand in this expression, it follows that ܧሺ ܷሻ ൌ ∑ ୀଵܫ , 
where: 

ܫ                          ൌ ሺെ1ሻାଵ න ቀ ݈݇ ቁ ߤexp ቀെ ቁߤݒ െ expሺെݒሻߤ െ 1 
∞

  (11)               .ݒ݀

These integrals can be derived by expanding in a similar manner. It follows that:                                 ܫ ൌ 1ሺߤ െ 1ሻ ሺെ1ሻ ቀ݇݅ቁ ାଵି݇ߤ  ݅ሺߤ െ 1ሻ .
ୀ                            ሺ12ሻ 

Applying the analogue of the law of total probability to the expected reward 
from search, we have:                             ܧሾܹሺ݊, ሻሿݐ ൌ   ,ሾܹሺ݊ܧ ܮ|ሻݐ ൌ ݈ሿܲሺܮ ൌ ݈ሻ.

ୀ                          ሺ13ሻ 

Using Equations (1), (5) and (6) and rearranging, we obtain: ܧሾܹሺ݊, ሻሿݐ ൌ  11 െ ሺ1 െ ݁ି௧ሻ ሾ݊݁ି௧ሺ1 െ ݁ି௧ሻିଵሺ1  ݐ  ሻߤ   

                         ቄሺܧሾ ܷሿ െ ܿଶ݈ሻ ቀ݈݊ቁ ݁ି௧ሺ1 െ ݁ି௧ሻିቅ െ ܿଵ݊
ୀଶ .                   ሺ14ሻ 

For a given ݊, this function was optimised using the Optimx package in R 
and then the value function was globally maximised by allowing ݊ to vary. 
 

4 Results 
 
The results are illustrated in Figures 1 to 6. Figures 1 to 3 depict how the form of 
the optimal policy changes as the proportion of information contained in the 
second signal changes (Figure 1 illustrates the optimal batch size, Figure 2 pre-
sents the corresponding optimal threshold and Figure 3 illustrates the expected 
number of objects inspected in the second round). When the proportion of in-
formation contained in the second signal is less than about 65%, then the optimal 
batch size is equal to one. This corresponds to the optimal sequential search pol-
icy based purely on the first signal. Figure 2 indicates that in this region a very 
high value of the first signal is necessary (and in this case sufficient) for an offer 
to be accepted. It might be surprising that the second signal must contain so 
much information in order to be considered, but this seems to result from the fol-
lowing three factors: a) the order in which the signals are observed promotes the 
importance of the first signal in the decision process, b) the first signal can be 
measured quantitatively, whereas the second signal is qualitative (at least in 
terms of assessment by the decision maker), c) the costs of inspecting the second 
signal are relatively more expensive. 



 
 
1

F

 

 

F

t
T
T
u
t

144 

Figu

Figu

 
W

tive
The
Thi
uses
that

 D

ure 1

ure 2

Wh
ely h
e th
s in
s th
t se

D.M

1. Th
in 

2. Th
to

hen 
hig

hres
ndic
he f
eem

M. R

he op
the 

he op
 the

the
gh (b
hol

cate
first

m pr

ams

ptim
seco

ptim
 pro

e pr
betw
ld u
es th
t sig
rom

sey 

mal b
ond 

mal t
oport

rop
wee
used
hat 
gna

misin

batch
sign

thres
tion 

orti
en a
d in
a fi

al as
ng. 

h siz
nal 

shol
 of i

ion 
arou
n th
filte
s a 
As

ze a

ld (c
infor

of 
und

he f
ring
che
 the

ccor

corre
rma

f inf
d 65
first
g st
eap 
e se

rdin

espo
ation

form
5% 
t ro
trate
wa

eco

g to

ondin
n con

mat
an

ound
egy

ay o
ond 

 the

ng to
ntain

tion
d 9
d is

y is 
of re

sig

 

 pro

o the
ned 

n co
97%
s no
bei
estr

gnal

oport

e op
in th

onta
%), t

ow 
ing 
ricti
l be

tion

ptim
he se

aine
then
qu
use

ing 
ecom

of i

al ba
econ

ed i
n th

uite 
ed, 
co

mes

infor

atch
nd si

in t
he b
hig
suc
stly
s m

rma

h siz
igna

the 
batc
gh, 
ch t
y in
more

ation

e) a
al 

sec
ch s
rath

that
nspe
e in

n con

ccor

con
size
her
t the
ectio
nfor

ntain

rdin

nd s
e is 
r tha
e de
on 
rma

ned  

g  

sign
clo

an 
ecis
onl

ativ

nal 
ose 
ver

sion
ly to
e, i

is r
to 

ry h
n m
o of
in c

 

 

rela
100

high
make

ffer
com

a-
0. 
h. 
er 
rs 

m-



 
 

p
t
F
w
w
f
a
f
b
a
a

 

F

h
u
t
t
h
i
t

      

pari
the 
Figu
wou
will
first
arou
from
be r
are 
anc

 

Figu

 
W

high
used
thro
tanc
hav
indi
the 

 

     

ison
exp
ure 
uld 
l pl
t sig
und
m a
rela
wil
e o

ure 3

Wh
h (a
d in
ough
ce t

ving
icat
bes

     

n to
pec
3)
exp

lace
gna

d fiv
a ba
ativ
llin
f th

3. Th
of

hen 
arou
n r
h to
to b
g se
ted 
st o

      

o th
cted
, si
pec

e m
al. I
ve o
atch
vely
ng to
his r

he ex
f info

the
und

roun
o ro

be u
arc
by 
ffer

     

he fi
d nu
ince
ct, w
ore
In a
or m

h is 
y sm
o a
rew

xpec
form

e pr
d 97
nd 
oun

used
her
the

r se

      

irst 
umb
e th
whe
e im
all c
mor
ver

mall
cce

ward

cted
matio

rop
7%
one

nd t
d as
r wi
e op
een.

     

sig
ber 
he t
en t

mpor
case
re, 
ry s
l. T
ept 
d ca

d num
on co

orti
 or
e is
two
s an
ill e
ptim
 

     

gnal
of 

thre
the 
rtan
es, t
wh
sma

This
a lo

an b

mbe
onta

ion 
r m
s ve
o. T
n in
esse
mal

      

l, th
off

esho
sec

nce 
the 
ich

all. 
s is 
owe
be su

er of 
ined

of 
ore
ery 

This
itia

enti
l str

     

he o
fers 
old 
con
on
exp

 me
Hen
im

er e
uffi

f offe
d in 

f inf
e), t

clo
 ind

al fi
ally
rate

     

opti
pa
use

nd s
n ob
pec
ean
nce

mpor
expe
icie

ers s
the 

form
then
ose
dica
lter
y fu
egy 

  Th

ima
assin
ed i
sign
bser
cted
ns th
e, th
rtan
ecte

ently

seen
seco

mat
n th
e to
ates
r to 
ully

bas

he U

al ba
ng 
in t

nal b
rvin
d nu
hat 
he v
nt in
ed r
y re

n in r
ond 

tion
he o
o ze
s th
dir

y ins
sed

Use 

atch
thro
the 
bec

ng th
umb
the

vari
n th
rew
edu

roun
sign

n co
opti
ero,
hat 
rect
spe

d pu

of I

h si
oug
firs

com
his 
ber 
e pr
ianc
he c

ward
uced

nd 2 
nal 

onta
ima
 i.e
the

t se
ct t

urel

Initi

ize 
gh t
st r

mes 
sig
of 

roba
ce i
case
d th
d. 

acc

aine
al b
e. a
e fir
arch
the 
y o

ial F

fall
to r
roun
mo

gnal
off
abil
in th
e o

han 

cordi

ed i
batc
alm
rst 
h. I
app

on t

Filte

ls s
roun
nd 
ore 
l, co
fers 
lity 
he 
f ri
the

ing t

in t
ch s

most 
sign
In th
prop
the 

ers t

low
nd t
dec
inf
om
ob
of 

sea
isk-
e op

to th

the 
size

all
nal 
his 
pria
sec

to D

wly.
two
crea
form

mpar
serv
not

arch
-ave
ptim

he pr

sec
e is 
l th
is 
cas

ate n
cond

Dire

 On
o st
ases
mati
red 
ved
t ac

h co
erse
mal 

ropo

con
ten

he o
of 
se, 
num
d si

ct S

n th
tead
s. H
ive,
to o

d in
ccep
osts 
e se
on

ortio

nd s
n. T
offe
too
an 

mbe
ign

Sear

he o
dily
Hen
, th
obs

n rou
ptin
inc

earc
ne, i

on  

sign
The
ers 
o lit
opt
er o

nal a

rch…

othe
y ris
nce, 
he s
serv
und
ng a
curr
cher
if th

nal 
e th

see
ttle 
tima
of o
and

… 

er h
ses 

as 
sear
ving
d tw
an o
red 
rs, 
he v

is v
hresh
en 
im

ally
offer
d ac

14

hand
(se
on

rche
g th
wo i
offe
wi
wh
vari

 

ver
hol
pas

mpor
y be
rs a

ccep

45 

d, 
ee 
ne 
er 
he 
is 
er 
ll 

ho 
i-

ry 
ld 
ss 
r-
e-
as 
pt 



 
 
1

t
t
s
t
p
s
c
l
t
m

 

F

f
t
b
l
p
c
T

146 

F
the 
terin
stra
tain
prob
sign
case
low
that
mea

 

Figu

 
F

from
the 
batc
littl
pec
corr
Thi

 

 D

Fig
thr
ng, 

ateg
ned 
blem
nal 
e, t

w co
t it 
asur

ure 4

Fig
m s
thr

ch s
e e
ted 
resp
s is

D.M

ure
ree 

ii) 
gy b

un
m i
con

the 
ost, 

sh
re o

4. Re
of

ure
ear

resh
size
ffec
rew

pon
s att

M. R

e 4 i
typ
the

base
nder
inve
ntai
firs
wh

houl
of th

elati
f info

e 5 
rch 
hold
e is 
ct o
war

ndin
tain

ams

illu
pes 
e op
ed o
r th
esti
ins a
st s

hile 
ld b
he v

ive r
form

illu
wh

d us
not

on t
rd o
ng o
ned 

sey 

stra
of s
ptim
on f
he o
igat
aro

sign
the
be 
valu

rewa
matio

ustra
hen 
sed 
t rad
the 
obta
opti
by 

ates
stra
mal 
fully
optim
ted 
und

nal 
e am
con
ue o

ards 
on co

ates
the
is 

dica
exp

aine
ima
usi

s the
ateg

thr
y in
ma
her

d 80
con

mou
nsid
of th

gain
onta

s ho
e se
opt
ally
pec
ed b
al th
ing 

e re
gy d
resh
nspe
l fi
re, 
0% 
ntain
unt o
dere
his 

ned 
ined

ow 
econ
tima
y di
ted
by u
hres
a b

elati
desc
hold
ecti
ilter
filt
of 
ns 
of i
ed 
sig

acco
d in 

the
nd s
ally
iffer
d pa
usin
sho

batch

ive 
crib
d st
ing 
ring
terin
the
eno

info
in 

gnal

ordi
the 

e ch
sign
y ad
rent

ayof
ng 

old 
h si

val
bed 
trate
a b

g po
ng 
e inf
oug
orm
dec
l is 

ing t
seco

hoic
nal 
dapt
t fro
ff. I
any
is w
ize 

lues
abo

egy
batc
olic
can
form

gh in
matio
cisio
obs

to th
ond 

ce o
con
ted 
om 
In f
y ba
with
of 

s of
ove

y ba
ch o
cy i
n le
mat
nfo
on c
on 
serv

he ty
sign

of b
ntai
to 
the

fact
atch
hin 
98.

f th
e: i)
ased
of te
is s
ad 
tion
orm
con
ma

vab

ype o
nal 

batc
ins 
the

e op
t, fo
h si

1%

he ex
) th
d pu
en o
scal
to 

n ab
atio

ntain
akin
le).

of st

ch s
80%

e ba
ptim
or t
ize 
% o

xpe
he o
ure
offe
led 
cle

bout
on t
ned
ng 
. 

trate

size
% o
atch
mal 
the 
of b

of th

ecte
optim
ly o
ers.
to 
ar b
t th
to d

d in 
(ev

egy u

e aff
of t
h siz
bat
exa
betw
he o

ed r
mal
on t
 Th
be 
ben
e v
dire
the

ven 

used

ffect
the 
ze. 
tch 
amp
wee
opt

rewa
l str
the 

he e
equ

nefit
alu
ect 
e se

wh

d and

ts th
info
As 
siz

ple 
en 
ima

ard
rate
fir

expe
ual 
ts w
e of
sea
con

hen 

d pr

he 
form

lon
e, t
con
60 
al e

ds ob
egy 
rst s
ecte
to 

whe
f an

arch
nd s

no

opor

exp
mati
ng a
then
nsid
and

expe

btai
ba

sign
ed r

on
en t
n of
h at
sign
o qu

rtion

pect
ion.
as t
n th
dere
d 14
ecte

ined
ased
nal, 
rew
ne. F
the 
ffer
t re
nal 
uan

n  

ted 
. No
the 

here
ed, 
49 
ed r

d un
d on

iii)
ward

For
sec

r. In
lati
ens

ntita

rew
ote 
cho

e is v
the
and
rew

nde
n fil
) th
d ob
r th
con

n thi
ivel
sure
ativ

 

war
tha

ose
ver

e ex
d th
ward

er 
l-

he 
b-
he 
nd 
is 
ly 
es 
ve 

rd 
at 
en 
ry 
x-
he 
d. 



 
 

 

F

r
n
s
s
r
f
s
v
 

 

F

      

Figu

 
F

roun
not 
strat
serv
rese
from
strat
very

Figu

     

ure 5

Figu
nd d
ver
tegy

ved 
earc
m a
tegi
y co

ure 6

     

5. Ef
is 

ure 
dep
ry s
y ba
in t

ch w
a ba
ies 
omp

6. Th
of

      

ffect
con

6 i
pend
sma
ased
the 

wou
atch
of 

plex

he ex
f the

     

t of t
ntain

illu
ds o
all in
d on
sec

uld b
h pa
this

x. H

xpec
e info

      

the b
ned i

stra
on th
n re
n th

cond
be t
ass 
s ty

Henc

cted
form

     

batc
in th

ates 
he b
elat
he f
d ro
to c
thro

ype,
ce, s

d num
matio

     

ch si
he se

ho
batc
tion
first
ound
cons
oug
, bu
such

mbe
on is 

      

ize o
econ

ow t
ch s

n to 
t sig
d is
side
gh t
ut th
h st

er of 
con

     

on th
nd si

the 
size
the

gnal
s alm
er fi
to t
he s
trate

f offe
ntain

     

he ex
igna

exp
e use
e ex
l (h
mos
filter
the 
solu
egie

ers s
ned i

  Th

xpec
l 

pect
ed. 

xpec
here 
st co
ring
sec

utio
es w

seen
in th

he U

cted 

ted 
It c

cted
10

ons
g str
cond
on o
will 

n in r
he se

Use 

rew

nu
can 
d nu
0), 

stant
rate
d ro
of s
be 

roun
econ

of I

ward

umb
be 

umb
the
t. T

egie
oun
uch
con

nd 2 
nd si

Initi

d wh

ber o
see

ber 
n th

This 
es in
nd. T
h pr
nsid

acc
igna

ial F

en 8

of o
en th
of 

he e
sug

n w
The
robl
dere

cordi
al 

Filte

80%

offe
hat 
offe

expe
gge

which
e au
lem

ed in

ing t

ers t

% of t

ers 
as l

fers 
ecte

ests 
h a 
utho

ms c
n a f

to th

to D

the i

obs
long
see

ed n
tha
fix

or h
can 
futu

he ba

Dire

infor

serv
g as
en u
num
at a 
xed 
has 
be 

ure 

atch

ct S

rma

ved 
s th
unde
mber
pro
num
som
com
pap

h siz

Sear

ation

in 
he b
er t
r of

omis
mbe
me 
mbi
per. 

e wh

rch…

n  

the 
atch
the 
f of
sing
er o
res

inat

hen 

… 

 

sec
h si
opt

ffers
g lin
of o
sults
toric

 
80%

14

con
ize i
tima
s ob
ne o
offer
s fo
call

%  

47 

nd 
is 
al 
b-
of 
rs 
or 
ly 



  D.M. Ramsey 
 
148 

5 Conclusions 
 
This paper has considered a model of searching for a valuable good in which ad-
ditional information can be gained on chosen offers at some cost, before a final 
decision is made. In particular, this article has considered the concept of filtering 
strategies. These are strategies under which initial information on a number of 
offers is used to choose a smaller number of promising offers to investigate in 
more detail in the second stage. Such strategies may be beneficial when a num-
ber of offers can be observed in parallel and searchers do not have full informa-
tion about the distribution of the value of offers and/or cannot precisely measure 
signals associated with the value of an offer. According to the model presented 
here, the initial filtering of offers is based on a quantitatively measurable initial 
signal that is cheap to observe. A set of offers which seem promising to the deci-
sion maker are then more closely observed on the basis of a second qualitative 
signal, such that the values of the offers can be ranked. The observation costs in 
the second round are relatively high compared to those incurred in the first 
round. These assumptions seem reasonable for the problem of searching for  
a flat using the Internet to gain initial information about offers before deciding 
which flats to visit. It is assumed that search costs are proportional to both the 
number of offers observed and the number of offers that are further investigated 
in the second round. On the basis of an example, it is shown that such a filtering 
process is optimal when the amount of information contained in the second sig-
nal is sufficiently high, but the first signal also contains some information. When 
the first signal contains very little information, the optimal strategy is very simi-
lar to a ”best-of-n” strategy, i.e. n offers are fully investigated and the best one is 
accepted. When the first signal contains a relatively large amount of information, 
then the optimal strategy is to use a threshold policy based on the first signal. 

The assumption regarding the proportionality of search costs to the number 
of offers investigated is a simplification. As argued above, relaxing this assump-
tion by considering the benefits of being able to observe offers in parallel would 
increase the benefits of using a filtering strategy. Another obvious adaptation of 
the model would be to assume that neither signal can be measured precisely, but 
offers can be compared at each stage. In this case, one should consider strategies 
under which the best k offers according to the first signal should be investigated 
in the second round. The author has some results regarding such a model. How-
ever, the solution of an example analogous to the one presented here is combina-
torically complex and will be considered in future research. Another way of 
making the model more realistic would be to assume that the searcher does not 
choose the batch size, but this results from the rate at which new offers appear 
on the market and on the frequency with which an individual observes offers. 
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In terms of multiple criteria decision making, one interesting characteristic of 
filtering strategies is that they give very tight control over the search costs in-
curred while ensuring a valuable offer is obtained. It thus seems reasonable that 
filtering strategies give a high expected reward from search while keeping the 
variance of this reward low. This is an important feature, since individuals tend 
to be risk averse, and should be considered in future research.  

One obvious practical problem with the model presented here is that the op-
timal solution depends on the distribution of the signals and the values of offers. 
The precise form of the optimal solution will depend on the form of these under-
lying distributions. In particular, the total variance of the value of an offer and 
the residual variance of the value of an offer given the first signal are very im-
portant in determining how many offers should be considered in each round. 
These variances depend on both the covariance matrix for the signals, and the re-
lation of the value of an offer to the signals observed. One further avenue for fu-
ture research would be to investigate heuristic methods of choosing an appropriate 
number of offers to compare based on the variation in the signals already seen. 
Also, it would be useful to investigate how robust such an approach would be to 
the precise form of the joint distribution of signals. For example, Connolly and 
Wholey (1988) note that this is a difficult problem to solve in practice, even when 
decision makers possess very good information about the distribution of signals 
and their relation to the value of an offer. However, it might be the case that an ad-
aptation of the heuristic strategy proposed by Janetos (1980), i.e. ”choose five of-
fers for further investigation and accept the best” might be a fairly robust strategy 
to implement in the second round of such a search procedure. 
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Abstract 
 

Modelling of a decision-maker’s preferences in multi-criteria decision 

analysis is performed using weights that reflect the relative importance of the 

given decision criteria. The determination of accurate values of the weights is 

therefore of considerable importance. Numerous means and methods are used 

for this purpose, such as: the entropy method (i.e., the method of objective 

weights), the Simos method, the SWARA method, the ANP or AHP methods, 

and many others. This paper analyses the DEMATEL method, frequently 

used to identify cause-and-effect relationships. Nowadays, it is often used in 

multi-criteria decision analyses. In the opinion of some authors, DEMATEL 

may be useful also to determine the weights of criteria. However, the ap-

proach presented by these authors has certain drawbacks. The present paper 

proposes a different approach to the weighting procedure using DEMATEL. 

Using numerical examples, it also presents weights determined by this 

method and compared to those obtained using the AHP method. 
 

Keywords: DEMATEL method, multi-criteria decision analysis, weights of criteria. 

 

1 Introduction 
 

Weighting of criteria plays a key role in solving multi-criteria decision problems. 

As is known, the preferences of the decision-maker related to individual criteria 

have the form of weights expressing the relative significance of the criteria. In 

certain circumstances, it is possible to determine weights using the entropy 

method, as presented, i.a., in papers by Shannon and Weaver (1963) or Ignasiak 

(2001). The entropy method constitutes a reasonably objective means of defining 
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weights, which allows for estimation of the importance of the analysed criteria 

on the basis of ratings discrepancies of analysed variants with respect to each 

criterion. Therefore, such methods of weighting are classified in the literature as 

objective weighting methods (Deng et al., 2000). In general, however, we have 

to deal with the situation when the some of the criteria are preferred by the deci-

sion-maker more than others. Therefore, the entropy method is of little use for 

criteria weighting. 

In such cases, the most profitable method seems that suggested by Simos (1990). 

It involves determining criteria weights based on the opinion of the group of 

people using two card sets of the same size (Simos, 1990; Figueira and Roy, 

2002). The Simos method has found numerous applications and received posi-

tive feedback in solving real-life decision problems. 

It should be emphasised that other weighting methods are also known; for 

example, the SWARA (Step-wise Weight Assessment Ratio Analysis) method 

(Keršuliene et al., 2010; Zolfani et al., 2013) which allows for the inclusion of 

experts, lawyers or disputed parties’ opinions regarding the significance ratio of 

the attributes in determining rational decisions. 

Still other procedures of weighting criteria are described in the literature, e.g., 

in the following papers: Solymosi and Dombi (1986); Edwards and Barron 

(1994); Barron and Barret (1996); Roy and Mousseau (1996); Wang and Zionts 

(2006); De Almeida et al. (2016).  

Another frequently used means of determining weights of criteria is the AHP 

method (Saaty, 1980), which is a relatively common tool for solving multi-

criteria decision problems. It uses a hierarchical structure of the decision prob-

lem and is implemented in order to: 

 indicate the relative significance of criteria (e.g. global preferences, i.e. crite-

ria weights), 

 indicate the ratings of decision-making alternatives relative to individual cri-

teria variants (the so-called local preferences). 

In the AHP method, preferences on each level of analysis are indicated by 

means of a pairwise comparison matrix (matrix P) of the factors specified at this 

level. Pairwise comparison is conducted using Saaty’s relative scale of ranks 

(Saaty, 1980). The ability to indicate the importance of the decision criteria is  

a substantial benefit of AHP, and the weights determined by its means are used 

in multi-criteria decision analyses using other methods. 

For the determination of the weights, the ANP method has been also pro-

posed. Relevant applications have been described elsewhere (Lin et al., 2010; 

Kabak et al., 2012). Chiu et al. (2013) proposed to use the DEMATEL-based 

ANP method for this purpose.  
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The DEMATEL method was developed in the 1970s with a view to solving 

complex problems in the identification of cause-effect relationships (Gabus and 

Fontela, 1972; Fontela and Gabus, 1974). With time, this method has been well 

adapted for use in multi-criteria decision making. A description of the DE-

MATEL method can be found elsewhere (e.g. Dytczak, 2010; Michnik, 2013; 

Tzeng and Huang, 2011). 

Some authors discuss the use of DEMATEL to determine the significance of 

the criteria (e.g. Shieh et al., 2010; Wu and Tsai, 2011; Hsu et al., 2013). Hsu et 

al. (2013) described using the DEMATEL approach to recognize influential cri-

teria of carbon management in the green supply chain for improving the overall 

performance of suppliers. Shieh et al. (2010) applied DEMATEL to hospital 

management by evaluating the importance of criteria and constructing causal re-

lationships among the criteria. Wu and Tsai (2011) discussed the application of 

DEMATEL to evaluate the importance of criteria in the auto spare parts industry. 

In the DEMATEL method, similarly to the AHP/ANP method, structural rela-

tionships occur between the analyzed elements. It is a premise for the use of 

DEMATEL in the weighting of criteria. Some authors have discussed the use of 

DEMATEL in the weighting process (e.g. Dalalah et al., 2011; Baykasoglu et al., 

2013; Patil and Kant, 2014). In some cases, their approach may lead to incorrect 

results (this will be explained in section 3). Here we propose a new approach to 

the calculation of criteria weights using DEMATEL and which is different from 

the procedures used in the papers above. In the next section, a general descrip-

tion of DEMATEL is presented. The subsequent sections deal with the use of 

DEMATEL in multi-criteria decision analysis, as well as in calculating criteria 

weights. Furthermore, using numerical examples, a comparison of weights re-

sulting from DEMATEL and AHP has been conducted. 

 

2  Description of the DEMATEL method 
 

As mentioned earlier, the DEMATEL method was elaborated as a procedure for 

solving problems of identifying cause-and-effect relationships. For modelling 

problems, DEMATEL uses a direct-influence graph, which expresses the mutual 

influence of the analysed objects in terms of cause-and-effect relationships (Ga-

bus and Fontela, 1972; Dytczak, 2010; Michnik, 2013; Tzeng and Huang, 2011). 

Each node of the graph represents an analysed object, whereas an arc between 

two nodes indicates the direction and intensity of influence relations (Figure 1). 

The intensity of the influence is defined by values assigned to the given arc. To 

express the influence of the i-th object on the j-th object, an N-degree scale is 

used, where: 0 – no influence, 1 – medium influence, …, N – maximum influ-
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ence. Gabus and Fontela (1972) adopted a 4-degree scale. Currently, the most 

frequently used are: the original 4-degree scale and a 3-degree scale, but other 

scales, e.g., a 5-degree scale or even an 8-degree scale are also encountered. 

Using the direct influence graph, the direct-influence matrix is created, which 

is a square matrix whose size is equal to the number of the objects. Its rows cor-

respond to the objects appearing in the comparison as first. The elements on the 

main diagonal are zeros, while elements bij(i ≠ j) different to zero reflect the im-

pact of the i-th object on the j-th object: 
 

.

 
 

 
 

Figure 1. Direct-influence graph in the DEMATEL method 

 

It should be noted that both AHP and DEMATEL are based on the accurate 

initial matrix, which reflects the relationships between the analysed elements. 

However, in AHP, the starting point is the pairwise comparison of all elements 

from each individual level of the structure. As a result, the initial pairwise com-

parison matrix in the original multiplicative version of AHP does not contain ze-

ros. By contrast, the initial direct influence matrix in DEMATEL does contain 

zeros. Apart from the main diagonal, zeros can occur also outside the diagonal, 

if the corresponding objects do not exert sufficient influence on the others.  
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Matrix (1) is normalised, by dividing each element by the maximum value of 

the row sum:  

BB
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or by the maximum value of the column sum:  
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The normalisation of matrix B can be performed using the greater of these 

two sums, which is one of the possible ways of normalisation. The direct influ-

ence matrix may also require a more complex normalisation to obtain conver-

gent powers of the matrix in Eq. (5). Here, we use the normalisation recom-

mended by the authors of the DEMATEL method. 

From the normalised direct-influence matrix B̂  we calculate the total-

influence matrix (T), which covers direct and indirect influences B̂ : 

BBT ˆˆ  . 

The total-influence matrix is described by the equation:  

  1
32 ˆˆ...ˆˆˆ



 BIBBBBT , 

where I is the n  n unit matrix.  

Matrix T allows to express a relation between the considered objects, cover-

ing both direct and indirect influences. For this purpose, appropriate indicators 

are used, defined as importance indicator (t
+
) and relation indicator (t


). They are 

determined using sums and differences of the row and column sums of matrix T 

corresponding to the i-th object:  
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The importance indicator expresses the role of the object in determining the 

relation structure between the objects, while the relation indicator expresses the 

general character of the object, understood as the total influence of this object on 

all the remaining ones. A positive value of the relation indicator confirms that 

the given object constitutes the cause, whereas a negative value proves the effect 

character of the object. The absolute value of the indicator defines the intensity 

of the effect nature of the object. 

(2) 

 

 

 

 

(3) 

(4) 

 
(5) 
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(7) 



  A. Kobryń 

 

158 

DEMATEL can be used as a method of multi-criteria decision making, if the 

analysed objects represent alternative solutions of the decision problem. Sugges-

tions to use DEMATEL in multi-criteria decision making have been proposed 

and described in numerous papers (e.g. Chen and Tzeng, 2011; Chen et al., 

2010; Lee et al., 2013; Lin and Wu, 2008; Liou, 2007; Shen et al., 2011; Tamura 

and Akazawa, 2005a, 2005b, 2006; Tzeng et al., 2007; Wu and Lee, 2007; Yang 

and Tzeng, 2011).  

 

3  The determination of weights using the DEMATEL method 
 

In the papers Baykasoglu et al. (2013) and Dalalah et al. (2011), the  

DEMATEL method is used also to determine weights of criteria using the fol-

lowing dependencies:  

                                                2/122   iii tt . 

The values i  can be normalised as follows: 
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where Wi are the final criteria weights to be used in the decision-making process. 

This is not an accurate approach, since by using the above equations the same 

weight is assigned to any two criteria i and j, i  j, for which 
  ji tt  but 

  ji tt  (whereby 0

jt ). 

Here, a different approach is proposed for determining the criteria weights 

using DEMATEL, which does not have this drawback. We assume that the indi-

cators 


it  and 


it  are determined from Eqs. (6) and (7) using the total-influence 

matrix that results from the direct-influence graph, reflecting the relative impor-

tance of the criteria. Since the role and level of the objects’ influence are propor-

tional to the value of importance and relation indicators, it is suggested, as one 

of the possibilities, that the weights be determined as proportional to the average 

value (t
average

) of the appropriate pair of indicators 


it  and 


it  (Kobryń, 2014). 

From Eqs. (6) and (7), we obtain:  
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To calculate the normalised weights ( 1 i
w ), the following equation can 

be used:  





n

i
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i

average

i
i

t

t
w

1

. 

However, it should be noted that if any criterion is totally dominated by other cri-

teria, the corresponding ratings of this criterion resulting from the direct-influence 

graph are equal to 0. This creates substantial difficulties, since as a result, the corre-

sponding row in the direct-influence matrix consists of zeros only. Therefore, as 

seen from Eq. (5), the corresponding row of the total-influence matrix T will also 

consist of zeros. From Eqs. (6), (7) and (10), we see that in this case 
average

it  = 0, and 

therefore – in accordance with Eq. (11) – we have wi = 0. But this would mean that 

the given criteria exert practically no influence on results of the analysis.  

It may be worth mentioning here that a very popular weighting procedure is 

the AHP method. However, it should be noted that when a given criterion is 

dominated by another criterion, the calculation procedure of AHP leads to the 

assignment of a positive and relatively small weight to this criterion (see nu-

merical examples in the next section). 

It is significant that all the criteria should have an adequate influence on the 

final result of the analysis. Criteria whose weights are zeros cannot occur in the 

set of criteria. Therefore, when comparing criteria and determining their weights 

using the DEMATEL method, it is necessary to correct the weight values calcu-

lated from Eq. (11). 

We propose to increase the weights using the same value : 
 

 i

corrected

i ww  

and then to re-normalise them using the following equation:  
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The key issue is to determine the correction value . Obviously, the influence 

of the correction on the final weights should be examined.  

It seems that the final decision should belong to the decision-maker. Since 

the main goal is to correct the weight whose initial value is zero, the correction 

value  should be as small as possible. The present author suggests setting   , 

where  is the smallest non-zero weight of the remaining criteria:  
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4  Numerical examples 
 

This section presents numerical examples that illustrate the proposed procedure. 

In addition, the weights calculated using the DEMATEL method were compared 

with the weights calculated using the very popular AHP method. 
 

Example 1 – determining weights of criteria using the DEMATEL method  

Assume that the objects i = 1, 2, …, 5 in Figure 1 correspond to the given deci-

sion criteria, and that their weights are determined using the suggested proce-

dure. The direct-influence graph from Figure 1 corresponds to the following di-

rect-influence matrix:  

























00001

30023

30022

20001

10010

B . 

Therefore, the following total-influence matrix T is obtained from Eq. (5): 
 

























020243.000016194.0129555.0

512146.000309717.0477733.0

491903.000293522.0348178.0

275304.000020243.0161943.0

161943.000129555.0036437.0

T . 

According to Eqs. (6), (7), (10) and (11), the relevant weights are obtained 

from matrix T (Table 1). 

 
Table 1: Determination of criteria weights using DEMATEL 

 

Criterion Importance ( 
it ) Relation ( 

it ) Weight (wi) 

1 1.4818 -0.8259 0.097 

2 1.2267 -0.3117 0.135 

3 1.1336 1.1336 0.335 

4 1.2996 1.2996 0.384 

5 1.6275 -1.2955 0.049 

  Sum of weights = 1.000 

 

Example 2 – comparison of weights determined using the AHP  

                      and DEMATEL methods 

Case 2.1: In determining the interdependencies between the criteria, it is impor-

tant that the relevant ratings be coherent. The coherence of the ratings means 

that the following conditions are satisfied: i,j,k=1,2,…,m   pi,j pj,k = pi,k, where pi,j, 

(15) 

 

 

 

 

 

 

 

(16) 
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pj,k and pi,k are elements of the pairwise comparison matrix. In practice, those 

conditions are rarely satisfied by the complete given set of criteria. As it is 

known, an integral component of the method is the ratings coherence algorithm 

resulting from the pairwise comparison matrix. There is no such possibility, 

however, in the DEMATEL method. For that reason, to compare the weights de-

termined using the AHP and DEMATEL methods, we will rely on the ratings 

assumed for the calculation purposes in the AHP method.  

In the case of DEMATEL, the weights are calculated as proposed here, i.e. 

using Eqs. (10) through (14). Additionally, for comparison, the weights will be 

calculated using Eqs. (8) and (9). 

Assume the following pairwise comparison AHP matrix:  

                                      

























13993/1

3/11555/1

9/15/113/19/1

9/15/1319/1

35991

P .                                  (17) 

The following vector of weights is calculated using AHP:  
 

                             286.0132.0030.0047.0505.0T
w .                      (18) 

Following consistency check results are obtained for calculations using AHP: 

max = 5.3691, CR = 0.083. The use of the ratings from matrix P in DEMATEL 

requires the agreement of measurement scales used in both methods. Assuming 

N = 8 in DEMATEL, we can use the scales from Table 2 (Dytczak, 2010). 

 
Table 2: Agreement of measurement scales used in AHP and DEMATEL 

 

Scale level in AHP Scale level in DEMATEL (N = 8) 

1 0 

2 1 

3 2 

4 3 

5 4 

6 5 

7 6 

8 7 

9 8 
 

Source: Dytczak (2010). 

 

Additionally, note a lack of feedback for criteria in DEMATEL. For com-

parison, the following reciprocity rule applies in AHP:  
 

                                                      jiij pp ,, /1                                                (19) 
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If feedback does not occur, as for example between criteria 1 and 2 in Figure 1, 

the corresponding elements of the direct-influence matrix B are zeros. As a re-

sult, it can be assumed that matrix P in AHP corresponds to the following matrix 

B in DEMATEL: 
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00200

24880

B .                                          (20) 

 

From matrix B, the following total-influence matrix T is obtained: 
 

                

























0090909.0414726.0380165.00

00198347.0181818.00

00000

00090909.000

090909.0190083.0470460.0431255.00

T .                 (21) 

 

Since criterion 3 is dominated by the remaining criteria (the third row of B is 

filled with zeros), the third row of T is also filled with zeros. Therefore, the 

weight of the third criterion determined from Eq. (10) is w3 = 0. For that reason, 

a correction of all weights is necessary, as shown in Table 3 (since  is small, 

we set  =  = 0.0358). 

We can see that the weights determined using the two methods usually ex-

hibit high compatibility; the greatest difference of their values occurs for crite-

rion 3 and is equal to w = 0.08. 

 
Table 3: Determining weights of criteria using DEMATEL with correction (case 2.1) 

 

Criterion 
Importance  

( 
it ) 

Relation 

( 
it ) 

Weight 

(wi) 

Corrected 

weight 

(wi
corrected) 

Normalized 

weight 

(wi
normalizaed) 

1 1.1827 1.1827 0.4657 0.5015 0.425 

2 1.0841 -0.9023 0.0358 0.0716 0.061 

3 1.1744 -1.1744 0.0000 0.0358 0.031 

4 0.6612 0.0992 0.1497 0.1855 0.157 

5 0.9767 0.7949 0.3488 0.3846 0.326 

  Sum = 1.0000 1.1790 1.000 

 

Case 2.2: Analogous calculations will now be conducted for a different set of 

initial data. We assume now that the following pairwise comparison matrix is 

used in the AHP method:  
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123/15/15

2/112/15/17

3212/19

55219

5/17/19/19/11

P .                                 (22) 

From matrix P, the following weight vector is obtained:  
 

                            129.0114.0260.0468.0029.0T
w .                      (23) 

 

Following consistency check results are obtained for calculations using the 

AHP method: max = 5.2743, CR = 0.062. 
 

Matrix P in (22) corresponds in the DEMATEL method to the following matrix B: 
 

                                              

























01004

00006

21008

44108

00000
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We obtain the following total-influence matrix T: 
 

                    

























0058824.000256055.0

0000352941.0

117647.0065744.000521474.0

242215.0253002.0058824.00644556.0

00000

T .              (25) 

 

In this case, criterion 1 is dominated by the remaining criteria (the first rows 

of B and T consist of zeros). Consequently, the weight of the first criterion (w1) 

determined from Eq. (9) is equal to 0 (Table 4). It is therefore necessary to cor-

rect all weights. Since  > 0.1, we set  = 0.5  = 0.0612. 

 
Table 4: Determining weights of criteria using DEMATEL with correction (case 2.2) 

 

Criterion 
Importance  

( 
it ) 

Relation 

( 
it ) 

Weight 

(wi) 

Corrected 

weight 

(wi
corrected) 

Normalized 

weight 

(wi
normalizaed) 

1 1.7750 -1.7750 0.0000 0.0612 0.047 

2 1.1986 1.1986 0.4661 0.5274 0.404 

3 0.7637 0.6460 0.2741 0.3354 0.257 

4 0.7305 -0.0246 0.1373 0.1985 0.152 

5 0.6747 -0.0450 0.1225 0.1837 0.140 

  Sum = 1.0000 1.3062 1.000 
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Also in this case, the weights obtained by the two methods exhibit high com-

patibility (Table 5). As can be seen, the greatest difference between weight val-

ues occurs for criterion 2 (w = 0.064) and is even smaller than in case 2.1.  

 
Table 5: The weights obtained by AHP and DEMATEL 

 

Case Criterion 
Weights  

by AHP 

Weights by DEMATEL 

approach outlined in the papers  

Baykasoglu et al., (2013); Dalalah et al. (2011) 

proposed  

approach 

2.1 

1 0.505 0.251 0.425 

2 0.047 0.211 0.061 

3 0.030 0.249 0.031 

4 0.132 0.100 0.157 

5 0.286 0.189 0.326 

 

2.2 

1 0.029 0.380 0.047 

2 0.468 0.256 0.404 

3 0.260 0.151 0.257 

4 0.114 0.111 0.152 

5 0.129 0.102 0.140 

 

Weights obtained using the proposed approach have been compared also to 

those obtained using the DEMATEL method as presented in other papers 

(Baykasoglu et al., 2013; Dalalah et al., 2011). Compared to them, the proposed 

procedure results in a much higher compatibility of weights with the results ob-

tained by the AHP method. 
 

5  Conclusions 
 

Various methods for obtaining criteria weights are known, such as: the entropy 

method, the Simos method, the AHP or ANP method, the SWARA method, and 

many others.  

Some authors propose to use for this purpose also the DEMATEL method. 

This is a popular method, which enables an analysis of cause-and-effect relation-

ships. The potential of this method has also been noted in the context of deter-

mining weights of criteria (e.g. Baykasoglu et al., 2013; Dalalah et al., 2011; 

Hsu et al., 2013; Patil and Kant, 2014; Shieh et al., 2010; Wu and Tsai, 2011). 

Some of the procedures proposed there, however, have certain drawbacks.  

In this paper, a new approach for determining weights of criteria using the 

DEMATEL method has been presented and verified using numerical examples. 

Moreover, the obtained weights have been compared to those obtained using 

other methods, namely AHP and DEMATEL, but following an approach pre-
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sented elsewhere in the literature (e.g. Baykasoglu et al., 2013; Dalalah et al., 

2011). The numerical examples presented here show that the weights determined 

using the proposed approach exhibit high compatibility with weights determined 

using the commonly used AHP method.  

An implementation of the proposed approach to selected multiple criteria 

problems may be the next stage of our research. It is a useful method which can 

be applied to various problems.  
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Abstract 
 

The paper presents a multiobjective dynamic programming problem with 
the values of the criteria function in ordered structures. The first problem is  
a model with deterministic values; the second, one with triangular fuzzy 
numbers; and the third, one with discrete random variables with the k-th ab-
solute moment finite. The fourth model is a product of the three models listed 
above. The aim of the paper is to present an interactive procedure which uses 
trade-offs and which allows to determine the final solution in the mixed or-
dered structure. The ordered structures and the proposed procedure are illus-
trated by numerical examples. 
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criteria space, mixed partially ordered structures. 
 
1 Introduction 
 

Multiobjective, multicriteria decision problems are usually investigated as mod-
els of multicriteria dynamic programming, using the vector version of Bellman’s 
principle of optimality (1957), non-dominated evaluations (in the criteria space) 
and efficient solutions (in the decision space). An example of this approach can 
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be found in the papers by Trzaskalik (1991) for the deterministic case, and by 
Trzaskalik and Hoa (1999) for the stochastic case. Another group of problems 
consists of scalarization problems which allow to transform the given multicrite-
ria problem into the corresponding single-criterion problem. An overview bibli-
ography on this topic can be found in the papers by Li and Haimes (1989) and 
by Trzaskalik (1998). 

Another method of generalization of single-criterion dynamic programming 
consists in regarding the evaluations as elements of a partially ordered space. 
First papers on this subject were written by Mitten (1974) and Sobol (1975), 
Steinberg and Parks (1979), and Henig (1985). Discrete dynamic programming 
with evaluations in a partially ordered space was also considered in the papers 
by Trzaskalik and Sitarz (2002; 2007). 

A problem that appears in many decision models is that of the simultaneous 
occurrence of deterministic, stochastic, and fuzzy values in the set of multidi-
mensional evaluations. Such situations are described by Zaraś (2004). A question 
arises: Can such mixed evaluations be used in optimal control of a multiobjec-
tive decision process according to a homogeneous scheme in ordered structures? 
This issue was discussed in detail in the paper by Trzaskalik and Sitarz (2004). 
The authors considered first the situation with a homogeneous one- or multidi-
mensional evaluation space, consisting of real numbers, triangular fuzzy num-
bers, or first-order stochastic dominances. Further in the paper, examples of 
combinations of such structures are given, allowing to obtain product structures 
which are also ordered structures. 

The fundamental problem in multicriteria decision making is the selection of 
the final solution. Commonly used for this purpose are interactive methods, 
which allow to include the decision maker in the process of obtaining the final 
decision. Worth mentioning here are selected interactive methods described in 
the literature. Benayoun et al. (1971) suggested the STEM method, consisting in 
reducing the set of admissible solutions using the Chebyshev metric. Steuer 
(1977) described an interactive method based on the determination of weight in-
tervals for the criteria, to obtain a reduced criteria cone. The essence of the Kor-
honen and Laakso method (1986), on the other hand, is computer visualization 
of the information on the final solution, obtained in the consecutive iterations. 
Miettinen and Makela (2000) designed the NIMBUS method, which operates to-
gether with the decision maker using the Internet. In this method, the decision 
maker divides the obtained solutions into five classes describing his/her prefer-
ences. In turn, Ozpeynirci et al. (2017) constructed an interactive method based 
on narrowing the criteria cone by pairwise comparisons of selected admissible 
solutions. 
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Interactive methods are used mainly to solve deterministic multicriteria prob-
lems. It happens often, however, that the data available to the decision maker do 
not allow to formulate the problem in such categories. Interactive methods for 
decision making under risk, when evaluations of alternatives are expressed by 
probability distributions, have been proposed, for instance, in the papers by 
Nowak (2006; 2007; 2010). In the last paper, trade-offs are used to determine  
a new candidate solution. A similar approach is used in the present paper. The 
paper by Nowak and Trzaskalik (2013), on the other hand, presents an interac-
tive approach to the dynamic decision-making problem under risk. 

Trzaskalik and Sitarz (2004) focused on finding maximal solutions in various 
ordered structures. In the present paper, which is a continuation of the previous 
paper, we discuss finding the final solution in a mixed model with deterministic, 
stochastic, and fuzzy criteria. The goal of the present paper is to propose an in-
teractive procedure with trade-offs, which allows to determine the final solution. 

Further on, in Section 2, we discuss a multiobjective decision process in an 
ordered structure, as well as the problem of finding the set of maximal evalua-
tions and the corresponding set of efficient realizations. In Section 3 we present 
three ordered structures: one with the set of reals as the fundamental set, another 
one with the set of triangular fuzzy numbers, and the third one with the set of 
discrete random variables with the k-th absolute moment finite. Next, we present 
a structure which is a product of the three ordered structures listed above. In the 
illustrative example in that section we find all the maximal values and the corre-
sponding efficient realizations. In Section 4 we describe the proposed interactive 
procedure which allows to find the final solution. Section 5 is a summary of the 
paper. 
 

2  Multiobjective decision process in an ordered structure 
 
We consider a finite, discrete dynamic Markov process whose sets of states and 
decisions at each stage are finite, and whose transfer function is deterministic.  
A stage realization is defined as a pair consisting of a process state and a feasible 
decision. A process realization is a sequence of stage realizations such that the 
state at the beginning of the next stage is a consequence of the stage realizations 
at the previous stage, described by the transfer function. Each discrete multiob-
jective decision process can be assigned a graph whose vertices are process 
states and edges are decisions. Each process realization corresponds to a path 
joining two vertices. 
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Example 1  
An example of a multiobjective process is shown in Figure 1. 
 
 

 
 
Figure 1. An example of a dynamic process 
 

We consider a two-stage dynamic process with three admissible states at the 
beginning of each stage: 1, 2, 3. In each state, we can make one of the following 
two decisions: d1, d2. Depending on our current state and the decision made, we 
proceed to the next state according to the transfer function:                                                         Ω୲ሺݏ௧, ݀௧ሻ ൌ  ௧ାଵ                                               (1)ݏ
which is given by the following formulas: 

Ω୲ሺ1, ݀ଵሻ ൌ 2, Ω୲ሺ1, ݀ଶሻ ൌ 1 
Ω୲ሺ2, ݀ଵሻ ൌ 3, Ω୲ሺ2, ݀ଶሻ ൌ 1 
Ω୲ሺ3, ݀ଵሻ ൌ 3, Ω୲ሺ3, ݀ଶሻ ൌ 2 

To each stage realization of the process we assign a stage evaluation, while 
the combined evaluation of the process is an aggregate of stage evaluations. 
Stage and multistage evaluations are elements of a space W. We assume that  
a binary operator ל combining stage evaluations, as well as an ordering relation ع, 
are defined in W. Let ܽ, ܾ א W. If ܽ ع ܾ, we say that element ܾ is not worse than 
element ܽ.  

The structure (W, ع ,ל) is called an ordered structure, if it satisfies the follow-
ing condition (further referred to as TS): 
ܽ Wא  ع ܽ         (2) 
ܽ Wא,  ع ר ܾ ܾ ع ܽ ฺ ܽ ൌ ܾ    (3) 
ܽ Wא,,  ל ሺܾ ל ܿሻ ൌ ሺܽ ל ܾሻ ל ܿ    (4) 
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ع ܽ Wא,,  ܾ ฺ ܽ ל ع ܿ ܾ ל ר ܿ ܿ ל ع ܽ ܿ ל ܾ   (5) 
Using relation ع we define the following relation ط:  

 ܽ ط ܾ  ܽ ع ר ܾ ܽ ് ܾ  (6) 
Let ܽ, ܾ א W. If ܽ ط ܾ, we say that element ܾ is better than element ܽ. Using 

relation ط we determine maximal elements of set A ؿ W: 
 maxሺAሻ ൌ ሼܽכ א A:  כܽ Aא ط ܽሽ   (7) 

In what follows, we will use the following notational convention: 
 maxሼܽଵ, … , ܽሽ ൌ maxሺሼܽଵ, … , ܽሽሻ     (8) 

We want to find all maximal evaluations of the process and the corresponding 
realizations, called efficient realizations. For this purpose, we use dynamic pro-
gramming and Bellman’s principle of optimality. A formal description of the 
procedure can be found in the papers by Trzaskalik and Sitarz (2002; 2007).  
 

3  Examples of ordered structures 
 
3.1  Structure S1: (ℜ, +, ≤)  
 
As the first structure, we will consider a structure with the set of real numbers as 
set W. This is illustrated by a process with the same sets of admissible states and 
decisions, and the same transfer function as in Example 1.  
 
Example 2 
We consider a two-stage process shown in Figure 2. The values on the edges are 
real numbers expressing stage evaluations of the process. 

 
 
Figure 2. An illustration of the ordered structure S1 
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Using dynamic programming (starting with the last stage) we find the maxi-
mal values of partial realizations of the process which start at the given state and 
which proceed until the end of the process, as well as the corresponding deci-
sions. Next, we find the maximal value of the process, which is equal to 8, and 
the corresponding efficient realization (1, d1, 2, d2). Detailed calculations can be 
found in Trzaskalik and Sitarz (2004).  
 

3.2  Structure S2: (WF, +F, ≤F) 
 
Our next ordered structure is the structure (WF, +F, ≤F), where:  
 WF = {(m, α, β): m ∈ ℜ, α > 0, β > 0} (9) 
is a set of triangular fuzzy numbers, where m is the center of the fuzzy number, 
and α, β are its spreads. The operator +F combining the values of the criteria 
function is the sum of triangular fuzzy numbers (m1, α1, β1), (m2, α2, β2) and is 
defined as follows: 
 (m1, α1, β1) +F

 (m2, α2, β2) = (m1 + m2, α1 + α2, β2 + β1)   (10) 
The ordering relation ≤F is defined as follows: 

    (m1, α1, β1) ≤F (m2, α2, β2) ⇔ (m1 ≤ m2 ∧ m1 − α1 ≤ m2 − α2 ∧ m1 + β1 ≤ m2 + β2)   (11) 
This is illustrated by a process with the same sets of admissible states and de-

cisions, and the same transfer function, as in Example 1.  
 

Example 3 
We consider a two-stage process shown in Figure 3. The values on the edges are 
triangular fuzzy numbers, expressing stage evaluations of the process. 
 

 
Figure 3. An illustration of the ordered structure S2. 
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d2; (3, 2, 1) 

d2; (4, 0, 0 ) 

d1; (2, 0, 0) 

d1; (4,1, 2)

d2; (3,1, 1)

d2; (5, 0, 0) 

d1; (3, 0, 2) d1; (3, 0,0)
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Using dynamic programming we obtain the following efficient realizations 
and the corresponding maximal values: 

(1, d1, 2, d1) → (7, 1, 4)  (2, d1, 3, d2) → (9, 0, 0) 
(3, d1, 3, d2) → (8, 3, 3)  (3, d2, 2, d1) → (8, 1, 2) 

Detailed calculations can be found in Trzaskalik and Sitarz (2004). 
 

3.3  Structure S3: (WR, +R, ≤R) 
 
In this structure, the set WR contains discrete random variables with the k-th ab-
solute moment finite. We consider discrete random variables which can admit 
only a finite number of values from the set {0, 1, 2, ...}. The set of such random 
variables can be expressed as a set of probability sequences:  

                         WR = {(p0, p1, p2, ..., pn): pn > 0, pi ≥ 0, 
0

1
n

i
i

p
=

=∑ }                (12)  

where pi is the probability of the number i ≥ 0. 
As the operator ◦ we take addition of random variables. 
Let p = (p0, p1, p2, ..., pn), q = (q0, q1, …, qm); then p ◦ q is defined as follows: 
 

                                             p +R q = (r0, r1, ..., rn+m)                                        (13) 
where i k l

k,l: k l i

r p q
+ =

= ∑ . 

The ordering relation is determined by the first-order stochastic dominance 
which can be characterized as follows. Let p = (p0, p1, ..., pn), q = (q0, q1, …, qm).  
 
Then:  
                                     p ≤R q ⇔ (∀i=1,…,max{n,m} Pi ≥ Qi )                                  (14)  

where 
i

i k
k 0

P p
=

= ∑ , 
i

i k
k 0

Q q
=

= ∑ . 

This is illustrated by a process with the same sets of admissible states and de-
cisions, and the same transfer function, as in Example 1. 
 
Example 4 
We consider a two-stage process shown in Figure 4. The values on the edges are 
discrete random variables which can admit only a finite number of values from 
the set {0, 1, 2, ...}. 
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Figure 4. An illustration of the ordered structure S3 

 
Analogously as in the previous examples, we obtain the following efficient 

realizations and the corresponding maximal values: 
(1, d2, 1, d2) → (.2,.8)  (2, d2, 1, d2) → (.3, .3, .4) 

(2, d1, 3, d2) → (0, .8, .2) (3, d1, 3, d2) → (.25, .5, .25) 
Detailed calculations can be found in Trzaskalik and Sitarz (2004). 

 

3.4  Structure S4: [(ℜ, WF, WR), (+, +F, +R), (≤, ≤F, ≤R)] 
 
Structure S4 is a product of the three structures: with real numbers, with triangu-
lar fuzzy numbers, and with random variables with stochastic dominances. Let 
[a1, (m1, α1, β1), p1], [a2, (m2, α2, β2), p2] ∈ [(ℜ, WF, WR). Then: 
 

                    [a1, (m1, α1, β1), p1] (+, +F,+R) [a2, (m2, α2, β2), p2] =              (15) 
= [a1 + a2, (m1, α1, β1) +F (m2, α2, β2), p1 +R p2] 

 
                  [a1, (m1, α1, β1), p1] (≤, ≤F, ≤R) [a2, (m2, α2, β2), p2] ⇔             (16) 

⇔ a1 ≤ a2 ∧ (m1, α1, β1) ≤F (m2, α2, β2) ∧ p1≤R p2 

 
This case is also illustrated by a process with the same sets of admissible 

states and decisions, and the same transfer function, as in Example 1. 
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Example 5 
Consider the dynamic process shown in Figure 5. The values on the edges are 
real numbers, triangular fuzzy numbers, and random variables. Using dynamic 
programming we obtain efficient realizations and the corresponding maximal 
values, listed together in Table 1:  
 

 
 
Figure 5. An illustration of the ordered structure S4 
 

Table 1: Efficient realizations and maximal values for structure S4 
 

No. Realization (ℜ, fuzzy number, random variable) 
1 (1, d2, 1, d2) 6, (8, 1, 1), (.3, .3, .4) 
2 (1, d2, 1, d1) 7, (8, 0, 0), (.2, .8) 
3 (1, d1, 2, d2) 8, (6, 1, 3), (.6, .4) 
4 (1, d1, 2, d1) 7, (7, 1, 4), (.3, .5, .2) 
5 (2, d2, 1, d2) 3, (6, 3, 2), (.3, .3, .4) 
6 (2, d1, 3, d2) 5, (9, 0, 0), (.64, .34, .02) 
7 (2, d1, 3, d1) 5, (7, 0, 0), (0, .8, .2) 
8 (3, d2, 2, d1) 3, (8, 1, 2), (.25, .5, .25) 
9 (3, d1, 3, d2) 8, (8, 3, 3), (.8, .2) 

10 (3, d1, 3, d1) 7, (6, 3, 3), (0, 1) 

 

4  Interactive procedure 
 
The set of efficient realizations is usually so large that choosing one of them as 
the final solution can be difficult. Therefore, we suggest applying an interactive 
procedure which enables the decision maker to identify the solution best suited 
to his/her expectations. 
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To facilitate the analysis of the solutions presented to the decision maker in 
the consecutive iterations of the procedure, we will scalarize the evaluations of 
efficient realizations. That is, we will transform them so that each evaluation will 
be given as a real number. 

The set of real numbers ℜ already consists of scalars, therefore we take the 
identity as the scalarization: 

a → a 
The set of fuzzy numbers WF consists of triples of real numbers: center and 

two spreads (left and right). As the scalarization we will take the map assigning 
to each fuzzy number its center: 

(m, α, β) → m 
For a random variable from the set WR, as the scalarization we will take the 

expected value:  
p → E(p) 

Let D ൌ ሼ݀ଵ, ݀ଶ, … , ݀ሽ be the set of efficient realizations of the analyzed 
process and F ൌ ሼ ଵ݂, ଶ݂, … , ݂ሽ the set of criteria used for evaluation. The evalua-
tion of each realization with respect to the criteria can be given as a real number, 
a discrete random variable with the k-th absolute moment finite, or as a triangu-
lar fuzzy number. We denote by ݂ሺ݀ሻ the scalarized evaluation of realization ݀ 
with respect to criterion ݂. 

In the procedure described below, we will also use standardized evaluations 
of the realizations with respect to criteria ݃ሺ݀ሻ, which will be determined from 
the following formula: 

 ݃ሺ݀ሻ ൌ ೕሺௗሻି୫୧୬אభ,തതതതതത൛ೕሺௗሻൟ௫אభ,തതതതതത൛ೕሺௗሻൟିאభ,തതതതതത൛ೕሺௗሻൟ (17) 

Let Dሺሻ be the set of realizations considered in iteration ݈. In each iteration of 
the interactive procedure the DM is shown a certain candidate realization ݀ሺሻ 
and a potency matrix Mሺሻ with two rows: the first one groups the largest values 
of the criteria used for the realizations from set Dሺሻ, and the second one, the 
smallest values: 

 Mሺሻ ൌ ݂ଵሺሻ ڮ ݂ሺሻ
ଵ݂ሺሻ ڮ ݂ሺሻ (18) 

where: 

 ݂ሺሻ ൌ maxௗאDሺሻ ݂ሺ݀ሻ , ݆ א 1, ݊ (19) 

 ݂ሺሻ ൌ minௗאDሺሻ ݂ሺ݀ሻ , ݆ א 1, ݊ (20) 
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The proposed interactive procedure consists of the following steps: 
 
Preliminary stage: 
1. For each efficient realization, calculate the scalar values with respect to all 

criteria ݂ሺ݀ሻ. 
2. Using formula (17), calculate the standardized values of the evaluations of ef-

ficient realizations with respect to criteria ݃ሺ݀ሻ. 
3. Determine the first candidate realization ݀ሺଵሻ using the min-max criterion: 

a) For each realization, determine the minimum of the standardized evalua-
tions with respect to each criterion: 

                                        ݃୫୧୬ሺ݀ሻ ൌ minאଵ,തതതതത൛݃ሺ݀ሻൟ                                   (21) 
b) As the first candidate realization ݀ሺଵሻ take that ݀ for which the value ݃୫୧୬ሺ݀ሻ is maximal. 

4. Set ݈ ൌ 1 and Dሺଵሻ ൌ D and proceed to the first iteration. 
 
Iteration l 
1) Determine the potency matrix Mሺሻ. 
2) Present the values of the criteria obtained for realization ݀ሺሻ and potency ma-

trix Mሺሻ to the DM. If the DM is satisfied with the proposed realization, end 
the procedure. 

3) Ask the DM to assign each criterion to one of the following three sets:  Fଵ – the set of criteria whose values should be improved as compared with 
the value obtained for realization ݀ሺሻ, Fଶ – the set of criteria whose values should not be made worse as compared 
with the value obtained for realization ݀ሺሻ, Fଷ – the set of criteria whose values can be made worse as compared with the 
value obtained for realization ݀ሺሻ. 

4) Determine the set Dሺାଵሻ consisting of all the realizations from the set Dሺሻ 
which satisfy the following conditions:  
Fభ ݂ሺ݀ሻאೕ   ݂൫݀ሺሻ൯ (22) 
Fమ ݂ሺ݀ሻאೕ   ݂൫݀ሺሻ൯ (23) 

5) If Dሺାଵሻ ൌ  inform the decision maker that no realization exists for which the ,
values of the criteria from F1 are higher than for realization ݀ሺሻ, and the values 
of the criteria from F2 are not lower than those for realization ݀ሺሻ. Return to step (2). 

6) If Dሺାଵሻ consists of one realization only, take this realization as the next 
proposed realization ݀ሺାଵሻ. Proceed to step (10). 
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7) For each realization ݀ א Dሺାଵሻ and for each criteria pair ൫ ݂, ݂൯, such that ݂ א Fଵ, ݂ א Fଷ and ݂ሺ݀ሻ ൏ ݂൫݀ሺሻ൯, calculate the value of the trade-off ݐሺ݀ሻ from the formula:                                                    ݐሺ݀ሻ ൌ ೕሺௗሻିೕ൫ௗሺሻ൯ೖ൫ௗሺሻ൯ିೖሺௗሻ                                       (24) 

8) For each criteria pair ൫ ݂, ݂൯ such that ݂ א Fଵ, ݂ א Fଷ, check if there exists 
at least one realization ݀ א Dሺାଵሻ, for which the value of ݐሺ݀ሻ has been 
calculated in step 5. If so, then for each realization ݀ א Dሺାଵሻ such that ݂ሺ݀ሻ  ݂൫݀ሺሻ൯, take as the trade-off ݐሺ݀ሻ twice the maximal value of 
the trade-offs calculated for the pair ൫ ݂, ݂൯ in step 5. If for every realization 
we have ݀ א Dሺାଵሻ, take ݐሺ݀ሻ ൌ 1. 

9) For each realization ݀ א Dሺାଵሻ, calculate the average of the trade-offs cal-
culated in steps 5 and 6 for each criteria pair ൫ ݂, ݂൯, such that ݂ א Fଵ, ݂ א Fଷ. 
As the next realization ݀ሺାଵሻ to be proposed to the decision maker take the 
one for which this average is highest.  

10) Set ݈ ൌ ݈  1 and proceed to the next iteration. 
The first candidate realization is determined using the min-max criterion. In 

each iteration, the DM is presented with evaluations of the proposed realization 
and with the potency matrix, which consists of maximal and minimal criteria 
values obtained for the currently considered realizations. The DM can either ac-
cept the proposed realizations as the solution of the problem, or else determine 
the direction of improvement, by indicating: 
a) which criteria should achieve a value higher than the one obtained for the 

candidate realization,  
b) which criteria should retain the value obtained for the candidate realization, 
c) which criteria can have a lower value than the one obtained for the candidate 

realization. 
Of course, since we operate within the set of efficient realizations, the deci-

sion maker must indicate at least one criterion whose value can be lowered. 
The procedure should continue until the decision maker is satisfied with the 

proposed realization (step 2). During the dialog it can turn out, however, that the 
consecutive proposals do not satisfy the decision maker’s expectations. He/she 
can then either end the procedure or else consider once again the realizations 
proposed earlier and decide to select one of them. 
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5  An illustration of the interactive procedure 
 
Consider the problem from Example 5. In the preliminary stage, we calculate the 
values of the scalarized evaluations of efficient realizations (Table 2) and stan-
dardized values (Table 3).  
 

Table 2: Values of scalarized evaluations for efficient realizations 
 

di f1(di) f3(di) f3(di) 
d1 (1, 2, 1, 2) 6 8 1.1 
d2 (1, 2, 1, 1) 7 8 0.8 
d3 (1, 1, 2, 2) 8 6 0.4 
d4 (1, 1, 2, 1) 7 7 0.9 
d5 (2, 2, 1, 2) 3 6 1.1 
d6 (2, 1, 3, 2) 5 9 0.4 
d7 (2, 1, 3, 1) 5 7 1.2 
d8 (3, 2, 2, 1) 3 8 1.0 
d9 (3, 1, 3, 2) 8 8 0.2 
d10 (3, 1, 3, 1) 7 6 1.0 

Min 3 6 0.2 
Max 8 9 1.2 

 
Table 3: Values of standardized evaluations for efficient realizations 

 

di g1(di) g3(di) g3(di) Min 
d1 (1, 2, 1, 2) 0.60 0.67 0.90 0.60 
d2 (1, 2, 1, 1) 0.80 0.67 0.60 0.60 
d3 (1, 1, 2, 2) 1.00 0.00 0.20 0.00 
d4 (1, 1, 2, 1) 0.80 0.33 0.70 0.33 
d5 (2, 2, 1, 2) 0.00 0.00 0.90 0.00 
d6 (2, 1, 3, 2) 0.40 1.00 0.20 0.20 
d7 (2, 1, 3, 1) 0.40 0.33 1.00 0.33 
d8 (3, 2, 2, 1) 0.00 0.67 0.80 0.00 
d9 (3, 1, 3, 2) 1.00 0.67 0.00 0.00 
d10 (3, 1, 3, 1) 0.80 0.00 0.80 0.00 

 
We include all the efficient realizations in set D(1): Dሺଵሻ ൌ ሼ݀ଵ, ݀ଶ, ݀ଷ, ݀ସ, ݀ହ, ݀, ݀, ଼݀, ݀ଽ, ݀ଵሽ 
As the first candidate realization, we take d1: ݀ሺଵሻ ൌ ݀ଵ 
The following calculations are performed in the consecutive iterations: 
 

Iteration 1 
1) Determine the potency matrix Mሺଵሻ. 
2) Present the criteria values for realization ݀ሺଵሻ and the potency matrix Mሺଵሻ 

(Table 4) to the DM. 
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Table 4: Candidate realization and potency matrix from iteration 1 
 

Criterion f1 f2 f3 

d (1) 6 8 1.1 
Minimal value 3 6 0.2 
Maximal value 8 9 1.2 

 
The DM is not satisfied with realization ݀ሺଵሻ. 

3) The DM decides that the value of criterion f1 should be higher than 6, while 
the values of the remaining criteria can be lowered as compared with the ones 
obtained for realization ݀ሺଵሻ: Fଵ ൌ ሼ ଵ݂ ሽ, Fଶ ൌ Fଷ , ൌ ሼ ଶ݂, ଷ݂ሽ 

4) Determine the set of variants satisfying the condition formulated by the DM 
in step 3: Dሺଶሻ ൌ ሼ݀ଶ, ݀ଷ, ݀ସ, ݀ଽ, ݀ଵሽ 

5) Since Dሺଶሻ ്  .proceed to the next step ,
6) Since Dሺଶሻ contains more than one realization, proceed to the next step. 
7) Calculate trade-offs ݐଵଶሺ݀ሻ and ݐଵଷሺ݀ሻ for ݀ א Dሺଶሻ. When calculating the 

first value, omit the realizations for which ଶ݂ሺ݀ሻ  ଶ݂൫݀ሺଵሻ൯, that is, ݀ଶ and ݀ଽ. 
For the remaining realizations from Dሺଶሻ the trade-offs are: ݐଵଶሺ݀ଷሻ ൌ ଵଶሺ݀ସሻݐ ,0.60 ൌ ଵଶሺ݀ଵሻݐ ,0.60 ൌ 0.30 
When calculating the trade-offs, we note that ଷ݂ሺ݀ሻ  ଷ݂൫݀ሺଵሻ൯ does not 

hold for any ݀ א Dሺଶሻ. The trade-offs are: ݐଵଷሺ݀ଶሻ ൌ ଵଷሺ݀ଷሻݐ ,0.67 ൌ ଵଷሺ݀ସሻݐ ,0.57 ൌ ଵଷሺ݀ଽሻݐ ,1.00 ൌ ൌ ଵଶሺ݀ଵሻݐ ,0.44  ൌ 2.00 
8) For ݀ଶ and ݀ଽ, for which trade-offs ݐଵଶሺ݀ሻ have not been calculated in step 7, 

take: ݐଵଶሺ݀ଶሻ ൌ ଵଶሺ݀ଽሻݐ ൌ 2 · maxሼݐଵଶሺ݀ଷሻ, ,ଵଶሺ݀ସሻݐ ଵଶሺ݀ଵሻሽݐ ൌ 1.20 
9) Calculate the average values of the trade-offs (Table 5). 

 
Table 5: Values of the trade-offs calculated in iteration 1 

 

di t12(di) t13(di) Average 
d2 1.20 0.67 0.93 
d3 0.60 0.57 0.59 
d4 0.60 1.00 0.80 
d9 1.20 0.44 0.82 
d10 0.30 1.00 1.15 

 
The next realization ݀ሺଶሻ proposed to the DM is ݀ଵ. 

10) Set ݈ ൌ 2 and proceed to the next iteration. 
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Iteration 2 
1) Determine the potency matrix Mሺଶሻ. 
2) Present the criteria values obtained for realization ݀ሺଶሻ and the potency ma-

trix Mሺଶሻ (Table 6) to the DM. 
 

Table 6: Candidate realization and potency matrix from iteration 2 
 

Criterion f1 f2 f3 

d (2) 7 6 1.0 
Minimal value 7 6 0.2 
Maximal value 8 8 1.0 

 

The DM decides that realization ݀ሺଶሻ does not satisfy his/her expectations. 
3) The DM decides that the value of criterion f2 should be higher than 6, the 

value of criterion f1 should not be lowered, but is willing to accept a value 
lower than 1.0 for criterion f3: Fଵ ൌ ሼ ଶ݂ ሽ, Fଶ ൌ ሼ ଵ݂ ሽ, Fଷ ൌ ሼ ଷ݂ሽ 

4) Determine the set of variants which satisfy the condition formulated by the 
DM in step 3: Dሺଷሻ ൌ ሼ݀ଶ, ݀ସ, ݀ଽሽ 

5) Since Dሺଷሻ ്  .proceed to the next step ,
6) Since Dሺଷሻ contains more than one realization, proceed to the next step. 
7) Calculate trade-offs ݐଶଷሺ݀ሻ for ݀ א Dሺଷሻ. For each realization, ଷ݂ሺ݀ሻ ൏൏ ଷ݂൫݀ሺଶሻ൯ holds. The calculated values are: ݐଶଷሺ݀ଶሻ ൌ ଶଷሺ݀ସሻݐ ,3.33 ൌ ଶଷሺ݀ଽሻݐ ,3.33 ൌ 0.83 
8) Since for each realization, ଷ݂ሺ݀ሻ ൏ ଷ݂൫݀ሺଶሻ൯ holds, there is no need to cal-

culate the next values of the trade-offs. 
9) Trade-offs have been calculated for one pair of criteria only. For realizations ݀ଶ and ݀ସ their values are identical. As the next candidate realization ݀ሺଷሻ 

we take ݀ଶ.  
10) Set ݈ ൌ 3 and proceed to the next iteration. 
 

Iteration 3 
1) Determine the potency matrix Mሺଷሻ. 
2) Present the criteria values obtained for realization ݀ሺଷሻ and the potency ma-

trix Mሺଷሻ (Table 7) to the DM. 
 

Table 7: Candidate realization and potency matrix from iteration 3 
 

Criterion f1 f2 f3 

d (3) 7 8 0.8 
Minimal value 7 7 0.2 
Maximal value 8 8 0.9 

 

The DM finds realization ݀ሺଷሻ satisfactory. 



                            Interactive Procedure for Multiobjective Dynamic Programming… 
 

183 

As the solution of the problem, realization ݀ଶ has been finally accepted, ac-
cording to which the process should begin in state 1, and the decision to be taken 
is 2. As a result, at the beginning of stage 2, the process will be again in state 1, 
and the decision to be taken at that state is 1. Eventually, the process will end in 
state 2. The evaluation of the selected realization with respect to criterion 1 is 6; 
that with respect to criterion 2 is the fuzzy number (8, 1, 1); and that with respect 
to criterion 3 is described by the discrete probability distribution (0.3, 0.3, 0.4). 
 

6  Summary 
 
The procedure presented here does not require much effort from the decision 
maker. When evaluating the solution proposed, all he/she must do is to divide 
the criteria into three groups: those whose values should be corrected, those 
whose values should not be made worse, and those whose values can be low-
ered. To determine the next candidate solution, the values of the trade-offs are 
analyzed. 

One of the fundamental questions which should be answered when construct-
ing a new interactive method is how to present the results to the decision maker 
and how the decision maker should formulate his/her preferences. This is par-
ticularly important when evaluations with respect to criteria are expressed not by 
real numbers but in another form. In the procedure proposed here, we scalarize 
the evaluations. In the future, however, we intend to propose other, more ad-
vanced tools, using other methods of interacting with the decision maker, which 
will allow to present him/her with more information as to the consequences of 
the selection of the solution.  
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