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Abstract 

 

Decision-making in the field of information systems has become more 
complex due to larger number of alternatives, multiple and sometimes 
conflicting goals, and an increasingly uncertain environment. Software 
systems play unique roles in the translation of corporate strategic and tactical 
plans into actions. We present the results of a study designed to develop and 
evaluate an Analytical Hierarchy Process (AHP) model to support decision 
making in the selection of appropriate software system to meet organizational 
needs. Our results show the viability of the AHP methodology in software 
system/project selection, and points to the importance of functionality 
(35.26%), quality (22.00%) and usability (19.34%) criteria in the overall 
decision process. Cost and vendor service did not seem to exert significant 
weight in the decision matrix. 

 

Keywords: analytical hierarchy process, multi-criteria decision, software project, selection 
factors, functionality, cost. 
 
1 Introduction 
 
Software projects are complex and dynamic, comprising of a number of 
unstructured tasks that are affected by internal, external, and social factors 
(Meso et al., 2006). Software solutions to organizational needs are achieved 
through a systematic process of analysis, involving defining alternatives and 
selecting the best option in terms of software or software project (Hoffer, George 
and Valacich, 2016). A wrong software system/project selection could adversely 
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affect the organization’s ability to function effectively and accomplish its 
strategic and tactical goals (Rouyendegh and Erkan, 2011; Uzoka et al., 2016). 
Software evaluation and selection is an intense activity, which could take months 
and several personnel in planning and deciding on critical concomitants that 
should go into the decision matrix. According to Uzoka et al. (2008) software 
evaluation and selection is a technology adoption decision, which revolves 
around product and organizational characteristics.  

Software system selection decision involves multiple, sometimes conflicting 
objectives, and a blend of qualitative and quantitative criteria (Hwang and Yoon, 
2012). The process of software selection is made difficult by the multiplicity of 
products, variation in product performance, and uncertainties of users’ needs. 
The selection of inappropriate packages may compromise business processes, 
impact negatively on the functioning of the organization, and could jeopardize 
the very existence of the organization (Uzoka et al., 2016; Verville et al., 2002). 
Software products from different backgrounds are likely to exhibit different 
strengths and weaknesses; therefore, it is essential to employ methodical means 
for evaluating and selecting appropriate software that is cost effective and suits 
the business process needs, structure, culture, and environment of the 
organization. The existing structured methodologies for IS project selection 
range from single-criteria cost/benefit analysis (Hares et al., 1994) to multiple 
criteria scoring models (Melone et al., 1984), and ranking methods (Buss, 1983).  

In this paper, we built on our previous works (Uzoka et al., 2016; Akinnuwesi 
and Uzoka, 2016) that identified variables that could be referenced by 
management in the evaluation of software project proposals. We recognize that 
the process of evaluating and selecting appropriate software project proposal for 
an organization is multi-criteria oriented and hence the use of AHP to prioritize 
and rank the proposals submitted for evaluation based on judgmental evaluation 
through peer ratings. The rest of the paper is organized as follows: in section 2, 
we present the AHP methodology and the results of our exploratory factor 
analysis, which helped us reduce the variables into manageable factors; in 
section 3, we present the model evaluation and results, while in sections 4 and 5, 
we present the limitations or the study and conclusion respectively.  

The rest of the paper is organized as follows: in section 2, we present the 
AHP methodology and the results of our exploratory factor analysis, which 
helped us reduce the variables into manageable factors; in section 3, we present 
the model evaluation and results, while in sections 4 and 5, we present the 
limitations or the study and conclusion respectively. 
 
2  Research methodology 
 
This study adopted the classical AHP methodology (Saaty, 1977) in the 
development of a model for the evaluation software project, with the intent of 
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selecting the best vendors/products. We developed three sets of questionnaires to 
obtain data for: 1) Identifying software project evaluation variable and carrying 
out factor analysis with the aim of reducing the variables to manageable factors; 
2) Developing the AHP model; 3) Evaluating some software projects, based on 
the model. Our research methodology is depicted visually in Figure 1. 
 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Research methodology 
 
2.1 Factor analysis 
 

The review of relevant literature on software and IT project evaluation produced 
83 variables, which were utilized in the initial questionnaire, leading to factor 
analysis. The questionnaire had two sections (A and B). Section A consisted of 
respondent’s demographic information, while section B evaluated the relevance 
of each of the 83 factors in software project evaluation. The variables were 
measured using a 5-point Likert-Type scale, ranging from 1-5. A total of 200 
questionnaires were distributed physically and electronically via emails to 
individuals, who were directly or indirectly involved in IT/software projects in 
Nigeria. A total of 160 questionnaires (80%) were correctly filled/returned and 
used for the factor analysis in SPSS. Our respondents consisted mainly of users 
(88.8%) who had long years (5 year and above) experience in the use of software 
packages (90.6%), mainly from ICT, communications, audit, and insurance (67%).  
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The exploratory factor analysis employed maximum likelihood extraction 
method to reduce the evaluation variables to a set of significant variables in the 
evaluation and selection of software. The KMO measure (0.534) and the 
Barlett’s test of sphericity (4749.152, p = 0.00) point to the adequacy of data for 
factor analysis. Fourteen factors were extracted in more than 25 iterations with 
convergence = 0.072. Applying the social science rule on the initial factor matrix 
generated, this did not give a meaningful factor loading. To obtain a meaningful 
factor loading, the initial matrix was rotated by orthogonal transformation by 
Quartimax with Kaiser Normalization. The rotated factor matrix provided a clear 
pattern of loading and was more meaningful for interpretation and therefore, 
used for the analysis. The rotated factor matrix produced fourteen factors: 
Module Content, User’s Experience, Vendors Technical Know-how, Ease of 
Customization, Vendor Experience, System Adaptability, User Interest, 
Interoperability and Completeness, Reliability, Organizational Budget, Ease of 
Use, Integration, Cost of Implementation, System Efficiency. These factors and 
the variables that loaded on them, were utilized in the development of the AHP 
questionnaire for developing the AHP model. 
 
2.2  AHP model 
 
The AHP (Saaty, 1977) helps the decision maker in understanding the structuring 
of decision variables to determine their relative importance in the decision 
process. A major advantage of the AHP methodology is the ability to convert 
qualitative constructs into numerical values and allows diverse variables to be 
compared with one another in a rational and consistent way. The AHP process 
can be summarized as follows: 
Step one  decomposition phase: 
a. Identify all decision alternatives: For this research, the decision alternatives 

are the software choices. 
b.  Identify all the criteria for evaluation: the criteria are the evaluation 

variables. The evaluation variables used in the proposed framework were 
sourced from various literature (e.g. Al-Harbi, 2001; Chau, 1995; Davis et al., 
1994; Jadhav et al., 2009; Khaddaj et al., 2004; Liberatore et al., 2003; 
Maidamisa et al., 2012; Nandi et al., 2011; Rouyendegh et al., 2011; Saaty, 
2008; Uzoka et al., 2008, 2009, 20013, 2016; Vargas et al., 2010; Verner et 
al., 2009; Verville et al., 2003; Wei et al., 2004; Wei et al., 2005; Zielsdorff et 
al., 2010). The variables were reduced to manageable factors, using factor 
analysis. This made it easier to develop a hierarchy of criteria. 
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c. Develop the hierarchy of criteria for prioritizations: 
i. Identify the overall goal/objective of the selection 
ii. Identify appropriate criteria to satisfy a goal 
iii. Identify where appropriate, sub-criteria under each criterion. This is 

represented in Table 1.  
The factor analysis produced 44 variables, which loaded on 14 different 

constructs. We further grouped the related constructs into six major criteria, namely: 
cost, functionality, system flexibility, usability, quality and vendor service. 
  

Table 1: IT Project evaluation criteria hierarchy 
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A1: Service speed of the system  

B1: Defined organization policies relating to systems and vendors 
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A3: Number of modules on distributed tiers of the s/w 

B3: Number of modules on separate server 

C3: Number of independently modules 

D3: Number of workstation provided 

E3: Provision of reference site by vendor 
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A4: Customizable fields in modules of the s/w 

B4: Customizable report produced by the s/w 

C4: User Interface type 

D4: Communication standards provided by the system 
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B5: Completeness of the software 
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ADAPTABILITY  

(ADPT) 

A6: Openness of the software 

B6: Parameter in the settings of the settings 

C6: Adaptability in the system to the organization’s environment 

SYSTEM INTEGRATION 

(INTG) 

A7: Platform Independence 

B7: upgradability of the system 

C7: Ease of integration with other IS 
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USER INTEREST 

(USINT) 

A8: User interest in s/w 

B8: Willingness of the user to use the system 

USERS EXPERIENCE 

(EXPR) 

A9: User experience in the problem area of the s/w system 

B9: Professional qualification of the users of the system 

C9: familiarity of user with the IT tools provided by the system 

D9: Length of experience of user of the system 

EASE OF USE (EASE) A10: Ease of use of graphical interface 

B10: Ease of operation of s/w and hardware 
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Table 1 cont. 
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B11: Recovery ability in case of failure 
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A12: Main storage constraint of the system 

B12: Service execution time of the system 

C12: Strength of communication devices 
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VENDOR EXPERIENCE 

(VDEX) 

A13: Length of experience of vendor 

B13: Warranty provided by the vendor 

C13: Past business experience of vendor 

VENDOR TECHNICAL 

KNOWHOW (VDTK) 

A14: Ease of implementation of the system 

B14: Good implementation service 

C14: Technical business skills of vendor/developer 

D14: Internal technical knowledge of the vendor/developer 

 
Step two  analysis phase 
Establish a priority model by identifying the relative importance of criteria 
through pairwise comparison. The pairwise comparison is done from the top 
level of the hierarchy to the bottom level to establish the overall priority index. 
Measurement of preferences involves a pairwise comparison of evaluation 
variables, which are verbal statements about the strength of importance of  
a variable over another, represented numerically on an absolute scale. The 
comparison is done from the top level of the hierarchy to the bottom level in 
order to establish the overall priority index. 

Let P(i, j) be a pairwise comparison of two elements i and j; 
where {i, j} Є nk (nk = node k of the AHP tree). 

The larger the value of P(i, j), the more i is preferred to j in the priority rating. 
The following rules govern the entries in the PWC. 

Rule 1: P(j, i) = [P(i, j)]-1
     (1≤ P≤ 9) 

Rule 2: If element i is judged to be of equal importance with element j , then  
P(i, j) = P(j, i) = 1; in particular, P(i, i) = 1 for all i. 

 

 

 

 

 

 

 

(1) 
 
(2) 
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The pairwise comparison (PWC) matrices for levels 2 and 3 criteria are 
shown in Table 2. 

Table 2: Levels 2 and 3 PWC matrix 
 

  

Cost (CO) Functionality (FU) 
System 

Flexibility 
(SF) 

Usability (US) Quality (QA) 
Vendor 

Service (VS) 

  BUDG COST MODL CUST NTRP ADPT INTG USINT EXPR EASE RELB EFFCY VDEX VDTK 

CO 
BUDG 1.000 1.210

0.140 0.215 0.180 0.172 0.390 
COST 0.827 1.000

FU 

MODL 

7.148 

1.000 0.383 0.291

2.896 2.037 1.898 5.278 CUST 2.614 1.000 1.122

NTRP 3.432 0.891 1.000

SF 
ADPT 

4.643 0.345 
1.000 1.099

0.719 0.574 2.687 
INTG 0.910 1.000

US 

USINT 

5.560 0.491 1.392 

1.000 4.648 1.000

0.917 3.552 EXPR 0.215 1.000 0.221

EASE 1.000 4.526 1.000

QA 
RELB 

5.811 0.527 1.742 1.090 
1.000 0.763

3.955 
EFFCY 1.311 1.000

VS 
VNDEX 

2.566 0.189 0.372 0.282 0.253 
1.00 0.518 

VNDTK 1.929 1.00 

Consistency 0.0049 0.0175 0.0012 0.0093 0.0038 0.0025 

Consensus 80.4% 70.4% 88.1% 79.2% 84.6% 86.2% 

 
The single-lined cells show the pairwise comparisons for the level 2 factors. 

For example, a comparison of cost (CO) and Functionality (FU) shows a value 
of 0.140, but functionality against cost shows a value of 7.148. This implies that 
functionality is considered more important than cost by a factor of 7.148 out  
of 9. The diagonal (double-lined) boxes are the level 3 pairwise comparison 
matrices. The first is the PWC matrix for the cost factor, while the second 
diagonal box is the PWC matrix for the functionality factor. Within the 
functionality factor, ease of customization (CUST) is almost equally valued as 
interoperability and completeness (NTRP) – 1.122 and 0.891 respectively. 

Data for the pairwise comparison matrices were obtained from twenty 
domain experts, who were involved in software projects, either as members of 
the project management team, or involved in the software acquisition decision. 
The data were analyzed using Expert Choice software, and AHP templates 
obtained from http://bpmsg.com. It was important to determine the level of 
group consensus among the raters. The last row of Table 2 shows group 
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consensus of 70% and above, which validates the utility of the evaluations. One 
other measure that is important, is the consistency ratios of the pairwise 
comparison matrices. The ability of AHP to test for consistency is one of the 
method's greatest strengths. The AHP view of consistency is based on the idea of 
cardinal transitivity. For example, if criteria A is twice as important as criteria B, 
and criteria B is three times as important as criteria C, then it would imply (by 
perfect cardinal consistency) that criteria A be considered six times more 
important than criteria C. If the domain experts (participants) judge criteria A to 
be less important than criteria C, it implies that a judgmental error exists, and the 
prioritization matrix is inconsistent. Our results show consistency ratios which 
meet the Saaty (1977) threshold of 0.1. 
 
Step three  synthesis 
This involves the computation of eigenvalues and the eigenvector. Synthesis 
yields the percentage of relative priorities, which is expressed in a linear form to 
give the eigenvector. The implication of the eigenvector is that it expresses the 
relative importance of an attribute over another in the minds of the decision 
maker. The eigenvalues and eigenvector provide a means of obtaining linear 
relationships among the evaluation variables. Expert Choice was used to 
synthesize the pairwise comparison judgments. It involves the computation of 
the eigenvector, which presents linear relationships among the evaluation 
variables; thus, establishing the priority model. 

The level 2 software evaluation criteria give an eigenvector, λ1, while the 
level 3 criteria produce the eigenvector, λ2 for each factor, and the level 4 criteria 
produce the eigenvector, λ3 for each sub factor (variable). λ1, combines with the 
column vector of level 2 factors to give the project evaluation factor index for 
level 2 criteria (PEFI1), while λ2, combines with the column vector of the level 3 
sub factors to give the project evaluation factor index for level 3 criteria (PEFI2) 
and λ3 combines with the column vector of the level 4 variables to give the 
evaluation factor index for level 4 criteria (PEFI3) as shown in (3), (4), (5). Thus, 
it is possible to evaluate the software project at various levels of factor 
abstractions. At a higher level, the evaluation could involve just the level 2 
criteria (cost, functionality, flexibility, usability, quality, and vendor services). 
Alternatively, an organization may decide to evaluate their software project in 
terms of the level 3 factors (Module Content, User’s Experience, Vendors 
Technical Know-how, Ease of Customization, Vendor Experience, System 
Adaptability, User Interest, Interoperability and Completeness, Reliability, 
Organizational Budget, Ease of Use, Integration, Cost of Implementation, 
System Efficiency), or in terms of the 44 level 4 sub-factors/variables. 
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PEFI1 = λ1 A1 
where A1 is the column vector of the level 2 criteria. This gives the PEFI1 as:  
 

PEFI1(GOAL) = 0.035(COS) + 0.353(FXN) + 0.141(FLX) +0.194(USA) 
+0.22(QUA) + 0.06(VES) 

 

PEFI2 = λ2 A2 
where A2 is the column vector of the level 3 criteria. This gives the PEFI2 as:  
 
PEFI2(CO) = 0.541(BUDG)+0.453(COST) 
PEFI2(FU) = 0.143(MODL)+0.425(CUST)+0.431(NTRP)  
PEFI2(SF) = 0.524(ADPT)+0.476(NTRP) 
PEFI2(US) = 0.45(USINT)+0.098(EXPR)+0.449(EASE) 
PEFI2(QA) = 0.433(RELB)+0.567(EFFCY) 
PEFI2(VS) = 0.341(VDEX)+0.659(VDTK) 
 

If the evaluator decided to utilize the level 3 factors as the unit of evaluation, 
then the evaluation weights for the factors would be as shown in Table 3, which 
is a linear relationship that takes in the qualitative evaluation of the software 
project on a numeric scale, to produce an overall evaluation index. The 
summation of the priority weights is 1. 
 

Table 3: Level 3 Factors Priority Weights 
 

Level 1: 

Goal 
Level 2: Criteria Level 3: Factors Priority Weight 

IT
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Cost 
Organizational Budget (BUDG) 0.0189 

0.0348 
Cost of Implementation (COST) 0.0159 

Functionality 

Module Content (MODL) 0.0505 

0.3526 Ease of Customization (CUST) 0.1500 

Interoperability and Openness (NTRP) 0.1521 

System 

Flexibility 

System Adaptability (ADPT) 0.0739 
0.141 

System Integration (INTG) 0.0671 

Usability 

User Interest (USINT) 0.0873 

0.1934 User Experience (EXPR) 0.0190 

Ease of Use (EASE) 0.0871 

Quality 
Reliability (RELB) 0.0953 

0.22 
System Efficiency (EFFCY) 0.1247 

Vendor Service 
Vendor Experience (VDEX) 0.0205 

0.06 
Vendor Technical Know-How (VDTK) 0.0395 

 

(3) 
 
 
 

(4) 
 
(5) 
 
 
 
 
 
(6) 
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It is evident from Table 3 that Functionality had the highest local priority 
weight of 35.29%, while Cost and Vendor Services had the least priority weights 
of 3.47% and 6.26% respectively The Pareto graph (Figure 2) shows the 
contributions of each factor to the overall evaluation, and clearly points to the 
importance of Functionality and Quality factors, which in total, contribute to over 
50% of the factor weightings in the software evaluation and acquisition decision mix. 
 

 
Figure 2: Pareto chart of level 3 factors 
 

Usually, it should be possible to evaluate any software project, based on the 
level 3 factors; however, organizations that are very process heavy, may decide 
to further granulate the evaluation into the level 4 sub-criteria. In that case, the 
project evaluation factor index is given as: 

PEFI3 = λ3 A3 
where A3 is the column vector of the level 4 criteria. This gives the PEFI3 as:  
 

PEFI3(BUDG) = 0.576(SES)+0.229(DEP)+0.196(PRB) 

PEFI3(COST) = 0.67(INI)+0.11(LIC)+0.22(COH) 

PEFI3(MODL) = 0.038(NMD)+0.411(NMS)+0.152(NIM)+0.184(NOW)+0.215(POR) 

PEFI3(CUST) = 0.052(CUF)+0.487(CUR)+0.197(INT)+0.264(CST) 

PEFI3(NTRP) = 0.090(AOM)+0.595(COT)+0.315(INO) 

PEFI3(ADPT) = 0.088(OPE)+0.436(PIS)+0.476(AIS) 

PEFI3(INTG) = 0.312(PLI)+0.197(UPG)+0.491(EIT) 

PEFI3(USINT) = 0.481(UIN)+0.519(WTU) 

PEFI3(EXPR) = 0.052(UEP)+0.407(PQU)+0.393(FRU)+0.147(LOU) 

PEFI3(EASE) = 0.552(EGI)+0.448(EOP) 

PEFI3(RELB) = 0.50(STS)+0.50(RAB) 

PEFI3(EFFCY) = 0.077(MAS)+0.644(SET)+0.279(SOC) 

PEFI3(VNDEX) = 0.114(LOE)+0.184(WPV)+0.701(PBE) 

PEFI3(VNDTK) = 0.055(EOI)+0.159(GIS)+0.437(TBS)+0.349(ITK) 

(7) 
 
 
 
 
 
 
 
 
(8) 
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Combining (4), (6) and (8), we produce the following Aggregate Project 
Evaluation Factor Index (APEFI) , which serves as a linear equation for the 
evaluation of any given software project:  
 
APEFI = 0.011(SES) + 0.004(DEP) + 0.004(PRB) + 0.011(INI) + 0.002(LIC) + 

0.003(COH) + 0.002(NMD) + 0.021(NMS) + 0.008(NIM) + 0.009(NOW) + 0.011(POR) + 

0.008(CUF) + 0.073(CUR) + 0.030(INT) + 0.04(CST) + 0.014(AOM) + 0.091(COT) + 

0.048(INO) + 0.007(OPE) + 0.032(PIS) + 0.035(AIS) + 0.021(PLI) +0.013(UPG) + 

0.033(EIT) + 0.043(UIN)+0.045(WTU) + 0.001(UEP) + 0.008(PQU) + 0.007(FRU) + 

0.003(LOU) + 0.048(EGI) + 0.039(EOP)+0.048(STS) + 0.048(RAB) + 0.01(MAS) + 

0.080(SET) + 0.0348(SOC) + 0.002(LOV) + 0.004(WPV) + 0.014(PBE) + 0.002(EOI) + 

0.006(GIS) + 0.017(TBS) + 0.014(ITK)  
 
3  Model evaluation and results 
 
To test the evaluation system, we visited ten organizations to identify the 
individual(s) who had the competence to make decisions on software projects 
based on: 1) their positions in the respective organizations, and 2) involvement 
in information systems projects. In some organizations, we identified more than 
one person who had the competence. In such situations, an individual was 
requested to coordinate the group decision process in arriving at one group 
evaluation for their existing major software system or a software project being 
proposed by the organizations. Our goal was to collect simple data that would be 
useful in testing the utility of the AHP model for evaluation of software projects. 
A survey was administered to each organization that agreed to participate in the 
evaluation exercise. The survey utilized the 44 level 4 evaluation variables and 
provided the evaluators with a five-point linguistic Likert scale (poor, fair, good, 
very good, excellent). The snap shot of results of the final evaluation are shown 
in Appendix 1.  

The APEFI was applied to data in Appendix 1 to obtain the final evaluation 
of each organization’s software system. This was done through the following:  

Si =

  
where: Si is the evaluation score of organization i, 
Rik is the rating of organization i on variable k, 
Xk is the APEFI value of variable k, 
n is he number of level 4 evaluation variables. 
 

k

n

k
ik XR

1

(9) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(10) 



                                               Development and Evaluation of an AHP Model… 

 
119

An illustration using organization 1 is given below: 
APEFI = 0.011(4) + 0.004(3) + 0.004(4) + 0.011(3) + 0.002(4) + 0.003(4) + 0.002(4) + 

0.021(5) + 0.008(3) + 0.009(4) + 0.011(3) + 0.008(3) + 0.073(3) + 0.030(3) + 0.04(4) + 

0.014(5) + 0.091(4) + 0.048(4) + 0.007(4) + 0.032(2) + 0.035(3) + 0.021(2) +0.013(5) + 

0.033(4) + 0.043(4)+0.045(3) + 0.001(4) + 0.008(5) + 0.007(3) + 0.003(5) + 0.048(4) + 

0.039(4)+0.048(4) + 0.048(4) + 0.01(4) + 0.080(3) + 0.0348(4) + 0.002(4) + 0.004(4) + 

0.014(3) + 0.002(3) + 0.006(4) + 0.017(3) + 0.014(3) = 3.444. 
 

The summary of the evaluation results, before and after the application of the 
AHP model is presented in Table 4. 

 
Table 4: Evaluation summaries 

 

Organization 
Pre-AHP Evaluation Post-AHP Evaluation 

total score rank total score rank 
1 165 3 3.47 5 

2 167 2 3.58 4 

3 141 8 2.91 9 

4 140 9 3.17 6 

5 201 1 4.43 1 

6 164 4 3.94 2 

7 126 10 2.81 10 

8 143 7 3.00 8 

9 145 6 3.06 7 

10 159 5 3.69 3 

 
The results show that the application of AHP refined the initial evaluations by 

taking into cognizance, the priorities attached to the evaluation variables. After the 
application of AHP, organization 4, 6, and 10 had improvements in the rankings of 
their information systems, while organizations 1, 2, 3, 8 and 9 saw a drop in the 
ranking of their information systems; organizations 5 and 7 did not see any change 
in the ranking of their system; organization 5 being the best and organization 7 
being the worst. While the primary aim of this paper was not to rank individual 
organization’s software systems, we used this to demonstrate the utility of the 
system in ranking various vendors’ proposals. Organizations could also apply the 
AHP model in the evaluation of their existing information systems.  

The AHP model also reveals the relative importance of various factors in the 
software/vendor evaluation process. The results show that functionality, quality 
and usability are very critical in the software evaluation decision, while cost and 
vendor service rank low in decision process. We briefly discuss the findings, 
relating to the level 2 evaluation criteria. 
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Cost 
 

Cost had a priority weight of 3.48%, the least weight among the evaluation 
factors, which implies that the cost of a software project proposal is not 
considered very critical in the evaluation and selection of software projects 
presented by vendors. This aligns with the research presented in Jain et al. 
(2008) and in Khan et al. (2011) where cost was not found to be the driving 
factor in the process of selecting vendors for software development. Also, in Lai 
et al. (1999) cost was found to be relatively unimportant in software selection 
process. Client organizations need to lay more emphasis on the other evaluation 
factors with the view to selecting an appropriate software project proposal that 
best satisfy the needs of the client organization (i.e. end users), and improves the 
quality of work they perform (Lai et al., 1999). It is worthy to note that 
organizations are more willing to accept the cost of software project in so far as 
the functionality and quality meet their requirements (Khan et al., 2011). 
According to Stefanou (2001), client organization works within its budget; 
however, if a software solution is found to provide the organization with best 
service, there will be the need to strike a cost balance in order not to play down 
on other software factors such as quality, functionality, effectiveness, efficiency etc.  
 
Functionality 
 

Functionality had the highest priority weight of 35.26%, which makes it a key 
factor in choosing software solutions for organizations. Functionality relates with 
the functional requirements of the client organization; thus, if a software project 
proposal, based on the client’s judgments, has a high functionality rating, there is 
the tendency that such software would likely meet most of the organization’s 
functional requirements. Khan et al. (2011) and Lai et al. (1999) considered 
excellent functional behavior of a given software solution to be key determinants 
in the software selection process. In this study, the following sub-factors were 
considered under functionality: module content, ease of customization, 
interoperability and openness. The highest level 3 criteria priority weights were 
recorded by ease of customization (15.0%) and interoperability and openness 
(15.2%). Many organizations are moving toward enterprise resource planning 
(ERP) software systems, and consider software interoperability to be a very crucial 
attribute in software evaluation (Bertram et al., 2016; Keil and Tiwana, 2006).  
 
System Flexibility 
 

The priority weight for system flexibility was 14.1%. The elements considered 
under flexibility were system adaptability (ADPT) (0.0739) and system 
integration (INTG) (0.0671). These are non-functional requirements that have 
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some level of significance in the selection of software solutions for company 
services. The importance of system flexibility, especially in ERP environments 
has been emphasized in Atal et al. (2016), Khan et al. (2011), Uzoka et al. 
(2008), Uzoka (2009) and aligns with the need to have systems that could easily 
be adapted to meet the dynamic needs of organizations. 
 
Usability 
 

This is a non-functional requirement having priority value of 19.34%. The 
priority attached to usability underscores the need for user friendly systems, 
which has been severally emphasized in literature such as Abdelaziz et al. 
(2016), Lewis (2014), Uzoka (2009). In emphasizing the importance of usability 
of software systems in the overall performance of the organization, the authors 
in Engelbrecht et al. (2017) noted that business managers often underestimate its 
impact on processes and people; and further suggested that organizations 
embrace the culture of usability testing and training, especially with enterprise 
systems. It was recommended in Lewis (2014) that software practitioners should 
emphasize iterative formative (rather than summative) usability testing, using one of 
the available standard usability instruments, as a means of improving objective and 
perceived usability. The usability factors identified in our study [User Interest 
(0.0873), User Experience (0.0190) and Ease of Use (0.0871)] have been severally 
recognized in technology adoption as having significant impacts on the potential 
user’s intention to adopt technology (including software). 
 
Quality 
 

Software quality has one of the high priority weights (22%) in the AHP model, 
pointing to its importance in the software evaluation process. Since organizations are 
prepared to invest in information systems, they would obviously expect high value 
from such investments, especially in a global software landscape that is 
characterized by many vendors and products. Finding a product that is suitable for 
the organization’s needs is a key challenge in the software selection process. Our 
study further emphasizes the quality factors of reliability and efficiency, which 
account for 9.53% and 12.47% respectively of the level 3 evaluation factor weights. 
The importance of quality factors in the software evaluation process is emphasized 
in ALMohiza et al. (2016), while Uzoka et al. (2008) found quality to be of utmost 
importance in the selection of ERP systems. 
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Vendor Service 
 

The experience of vendors vis-à-vis their technical know-how cannot be 
underestimated while considering vendors to choose for a given project  
(Al-Harbi, 2001; Jain et al., 2008). The priority weight of vendor service 
attribute is the second lowest compared to other factors (priority weight = 0.06). 
This presents an interesting result, which is at variance with previous studies that 
emphasized the importance of vendor’s support and technical know-how in the 
software selection process (Jain et al., 2008; Uzoka et al., 2008). Similar to cost, 
vendor service seems not to matter so much, especially because many medium to 
large organizations have in-house technical competence to manage and maintain 
their software system.  
 
4  Limitations 
 
Data sample used for this study was small, which could impact on the 
generalization of our model. Moreover, we did not consider implementation 
process for selected software project. A wrong implementation process by the 
client organization could be responsible for failed software solution in an 
organization. Therefore, a future research could incorporate an implementation 
framework that focuses on the cause and effect relationship that software project 
selection process activities/results have on the implementation process. We also 
note that the AHP model was developed using pairwise comparison information 
provided by experts in software project management. This model could be better 
generalized with a larger number of domain experts in various project 
environments, with a good diversity of constraints. 
 
5  Conclusion  
 
This study provides organizations with valuable knowledge that would prompt 
them to make significant changes in the manner in which they currently proceed 
with the selection of any software project proposal, which in turn, could result in 
substantial savings in terms of economics (actual costs, time, and improved 
administrative procedures). The proposed system will enable: 1) active 
involvement of the users in the client organization in the software selection and 
development process; 2) the software vendor to have intimate relationship with 
the entire management of the client organization, thus minimizing potential 
challenges during users’ requirements gathering; 3) users to easily accept, adopt 
and understand and use the software when deplored. This study has helped to 
provide significant criteria that management of organizations could utilize to 
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evaluate the IT solutions proposed by IT vendors and these criteria align with the 
terms in the IT procurement policy presented in IT Procurement Policy (2005). It 
helps to enrich the knowledge of client organizations on the theoretical and 
practical principles of the selection process for valuable IT application package 
with the ultimate goal of end-user satisfaction. AHP through its structured 
hierarchy of decision levels and pair wise comparison of elements for value 
judgment is more effective than utility models and scoring charts in working 
with semi-quantitative data as realistic inputs to the priority-setting agenda. They 
help to overcome in a significant way, the fuzzy nature of quantitative 
information related to deliverable, logistics, and outcome. In the resource 
constrained situation of the developing countries, AHP provides a vital tool to 
select and rank projects based on judgmental evaluation through peer ratings. 
AHP provides a comprehensive and rational framework for structuring  
a decision problem, for representing and quantifying its elements, for relating 
those elements to overall goals, and for evaluating alternative solutions. It also 
considers a set of evaluation criteria, and a set of alternative scenarios among 
which the best decision is to be made. It generates a weight for each evaluation 
criterion and scenario according to the information provided by the decision 
maker. AHP is effective in dealing with complex decision making because it 
reduces complex decisions to a series of pairwise comparisons and reduces the 
bias in the decision-making process because it also checks the consistency of the 
decision maker’s evaluations. The system proposed in this study could be scaled 
with more data, to a generalizable level that could serve as a standard model for 
software system evaluation and selection. 
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Appendix 1 
 

Raw Evaluation of Organizational Software Systems 
 

Variables GPW DM1 DM2 DM3 DM4 DM5 DM6 DM7 DM8 DM9 DM10 
A1 0.011 4 4 4 3 3 3 3 4 3 4 
B1 0.004 3 3 3 3 4 3 3 4 2 3 
C1 0.004 4 4 4 3 5 3 4 4 4 4 
A2 0.011 3 4 4 3 5 3 4 4 3 3 
B2 0.002 4 4 4 2 5 3 4 3 3 4 
C2 0.003 4 3 3 2 5 3 4 3 4 3 
A3 0.002 4 4 5 3 5 3 4 5 5 4 
B3 0.021 5 5 4 3 5 3 4 5 5 4 
C3 0.008 3 3 3 3 4 3 3 3 2 3 
D3 0.009 4 4 4 4 4 3 3 5 3 4 
E3 0.011 3 4 3 4 4 3 3 3 3 4 
A4 0.008 3 4 3 4 3 5 3 3 3 4 
B4 0.073 3 3 2 3 3 5 3 3 3 3 
C4 0.030 3 3 3 3 5 5 3 3 3 3 
D4 0.040 4 4 2 3 5 5 3 4 3 4 
A5 0.014 5 5 3 4 5 5 3 4 4 5 
B5 0.091 4 4 3 3 5 5 3 3 3 4 
C5 0.048 4 4 2 4 5 4 3 4 2 4 
A6 0.007 4 5 3 3 4 4 3 5 4 4 
B6 0.032 2 3 2 4 3 4 2 2 3 2 
C6 0.035 3 3 2 4 4 4 2 2 3 3 
A7 0.021 2 3 2 4 4 3 2 2 2 3 
B7 0.013 5 4 3 2 4 3 2 3 3 4 
C7 0.033 4 3 3 2 5 3 3 3 4 4 
A8 0.043 4 2 3 2 5 3 3 4 3 4 
B8 0.045 3 3 3 2 5 3 2 3 1 5 
A9 0.001 4 4 3 3 5 3 3 4 3 3 
B9 0.008 5 5 4 4 5 4 4 5 4 4 
C9 0.007 3 4 3 3 4 4 3 3 3 3 
D9 0.003 5 5 4 3 4 5 3 4 5 5 

A10 0.048 4 5 3 3 4 4 3 4 4 5 
B10 0.039 4 5 4 3 5 5 3 3 4 5 
A11 0.048 4 4 5 4 5 5 3 3 3 4 
B11 0.048 4 5 4 4 5 5 3 3 4 4 
A12 0.010 4 5 4 4 5 4 3 3 4 4 
B12 0.080 3 3 2 4 5 4 3 2 3 4 
C12 0.035 4 4 3 4 5 4 3 3 4 4 
A13 0.002 4 4 2 3 5 5 3 2 3 3 
B13 0.004 4 3 3 3 5 3 3 3 3 2 
C13 0.014 3 4 4 3 5 3 3 3 3 3 
A14 0.002 3 2 2 3 5 3 2 2 3 2 
B14 0.006 4 4 4 3 5 3 3 3 4 3 
C14 0.017 3 3 3 3 5 3 3 2 3 2 
D14 0.014 3 3 4 3 5 3 3 3 4 3 

TOTAL 1.005 165 167 141 140 201 164 126 143 145 159 
RANK  3 2 8 9 1 4 10 7 6 5 

 

Key: GPW = Global Priority Weight, DM1…DM10 represent the system evaluations by the ten decision 
makers (DM) in the sampled organizations. 


