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Figure 1: Vote correlation networks constructed from the �nal results of the 15th

International Henryk Wieniawski Violin Competition (solid � positive
correlation, dashed � negative correlation)
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Abstract 

 

Decision-making in the field of information systems has become more 
complex due to larger number of alternatives, multiple and sometimes 
conflicting goals, and an increasingly uncertain environment. Software 
systems play unique roles in the translation of corporate strategic and tactical 
plans into actions. We present the results of a study designed to develop and 
evaluate an Analytical Hierarchy Process (AHP) model to support decision 
making in the selection of appropriate software system to meet organizational 
needs. Our results show the viability of the AHP methodology in software 
system/project selection, and points to the importance of functionality 
(35.26%), quality (22.00%) and usability (19.34%) criteria in the overall 
decision process. Cost and vendor service did not seem to exert significant 
weight in the decision matrix. 

 

Keywords: analytical hierarchy process, multi-criteria decision, software project, selection 
factors, functionality, cost. 
 
1 Introduction 
 
Software projects are complex and dynamic, comprising of a number of 
unstructured tasks that are affected by internal, external, and social factors 
(Meso et al., 2006). Software solutions to organizational needs are achieved 
through a systematic process of analysis, involving defining alternatives and 
selecting the best option in terms of software or software project (Hoffer, George 
and Valacich, 2016). A wrong software system/project selection could adversely 
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affect the organization’s ability to function effectively and accomplish its 
strategic and tactical goals (Rouyendegh and Erkan, 2011; Uzoka et al., 2016). 
Software evaluation and selection is an intense activity, which could take months 
and several personnel in planning and deciding on critical concomitants that 
should go into the decision matrix. According to Uzoka et al. (2008) software 
evaluation and selection is a technology adoption decision, which revolves 
around product and organizational characteristics.  

Software system selection decision involves multiple, sometimes conflicting 
objectives, and a blend of qualitative and quantitative criteria (Hwang and Yoon, 
2012). The process of software selection is made difficult by the multiplicity of 
products, variation in product performance, and uncertainties of users’ needs. 
The selection of inappropriate packages may compromise business processes, 
impact negatively on the functioning of the organization, and could jeopardize 
the very existence of the organization (Uzoka et al., 2016; Verville et al., 2002). 
Software products from different backgrounds are likely to exhibit different 
strengths and weaknesses; therefore, it is essential to employ methodical means 
for evaluating and selecting appropriate software that is cost effective and suits 
the business process needs, structure, culture, and environment of the 
organization. The existing structured methodologies for IS project selection 
range from single-criteria cost/benefit analysis (Hares et al., 1994) to multiple 
criteria scoring models (Melone et al., 1984), and ranking methods (Buss, 1983).  

In this paper, we built on our previous works (Uzoka et al., 2016; Akinnuwesi 
and Uzoka, 2016) that identified variables that could be referenced by 
management in the evaluation of software project proposals. We recognize that 
the process of evaluating and selecting appropriate software project proposal for 
an organization is multi-criteria oriented and hence the use of AHP to prioritize 
and rank the proposals submitted for evaluation based on judgmental evaluation 
through peer ratings. The rest of the paper is organized as follows: in section 2, 
we present the AHP methodology and the results of our exploratory factor 
analysis, which helped us reduce the variables into manageable factors; in 
section 3, we present the model evaluation and results, while in sections 4 and 5, 
we present the limitations or the study and conclusion respectively.  

The rest of the paper is organized as follows: in section 2, we present the 
AHP methodology and the results of our exploratory factor analysis, which 
helped us reduce the variables into manageable factors; in section 3, we present 
the model evaluation and results, while in sections 4 and 5, we present the 
limitations or the study and conclusion respectively. 
 
2  Research methodology 
 
This study adopted the classical AHP methodology (Saaty, 1977) in the 
development of a model for the evaluation software project, with the intent of 
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selecting the best vendors/products. We developed three sets of questionnaires to 
obtain data for: 1) Identifying software project evaluation variable and carrying 
out factor analysis with the aim of reducing the variables to manageable factors; 
2) Developing the AHP model; 3) Evaluating some software projects, based on 
the model. Our research methodology is depicted visually in Figure 1. 
 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Research methodology 
 
2.1 Factor analysis 
 

The review of relevant literature on software and IT project evaluation produced 
83 variables, which were utilized in the initial questionnaire, leading to factor 
analysis. The questionnaire had two sections (A and B). Section A consisted of 
respondent’s demographic information, while section B evaluated the relevance 
of each of the 83 factors in software project evaluation. The variables were 
measured using a 5-point Likert-Type scale, ranging from 1-5. A total of 200 
questionnaires were distributed physically and electronically via emails to 
individuals, who were directly or indirectly involved in IT/software projects in 
Nigeria. A total of 160 questionnaires (80%) were correctly filled/returned and 
used for the factor analysis in SPSS. Our respondents consisted mainly of users 
(88.8%) who had long years (5 year and above) experience in the use of software 
packages (90.6%), mainly from ICT, communications, audit, and insurance (67%).  

 

Review of literature on evaluation  
of software projects 

Development of a software system for 
interactive evaluation of projects 

Data collection for development  
of the AHP model 

Data collection for factor analysis  
of software project selection factors Factor analysis 

Software evaluation variables 

AHP Model 

Evaluation of software 

Collection of sample data for systems testing 
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The exploratory factor analysis employed maximum likelihood extraction 
method to reduce the evaluation variables to a set of significant variables in the 
evaluation and selection of software. The KMO measure (0.534) and the 
Barlett’s test of sphericity (4749.152, p = 0.00) point to the adequacy of data for 
factor analysis. Fourteen factors were extracted in more than 25 iterations with 
convergence = 0.072. Applying the social science rule on the initial factor matrix 
generated, this did not give a meaningful factor loading. To obtain a meaningful 
factor loading, the initial matrix was rotated by orthogonal transformation by 
Quartimax with Kaiser Normalization. The rotated factor matrix provided a clear 
pattern of loading and was more meaningful for interpretation and therefore, 
used for the analysis. The rotated factor matrix produced fourteen factors: 
Module Content, User’s Experience, Vendors Technical Know-how, Ease of 
Customization, Vendor Experience, System Adaptability, User Interest, 
Interoperability and Completeness, Reliability, Organizational Budget, Ease of 
Use, Integration, Cost of Implementation, System Efficiency. These factors and 
the variables that loaded on them, were utilized in the development of the AHP 
questionnaire for developing the AHP model. 
 
2.2  AHP model 
 
The AHP (Saaty, 1977) helps the decision maker in understanding the structuring 
of decision variables to determine their relative importance in the decision 
process. A major advantage of the AHP methodology is the ability to convert 
qualitative constructs into numerical values and allows diverse variables to be 
compared with one another in a rational and consistent way. The AHP process 
can be summarized as follows: 
Step one  decomposition phase: 
a. Identify all decision alternatives: For this research, the decision alternatives 

are the software choices. 
b.  Identify all the criteria for evaluation: the criteria are the evaluation 

variables. The evaluation variables used in the proposed framework were 
sourced from various literature (e.g. Al-Harbi, 2001; Chau, 1995; Davis et al., 
1994; Jadhav et al., 2009; Khaddaj et al., 2004; Liberatore et al., 2003; 
Maidamisa et al., 2012; Nandi et al., 2011; Rouyendegh et al., 2011; Saaty, 
2008; Uzoka et al., 2008, 2009, 20013, 2016; Vargas et al., 2010; Verner et 
al., 2009; Verville et al., 2003; Wei et al., 2004; Wei et al., 2005; Zielsdorff et 
al., 2010). The variables were reduced to manageable factors, using factor 
analysis. This made it easier to develop a hierarchy of criteria. 
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c. Develop the hierarchy of criteria for prioritizations: 
i. Identify the overall goal/objective of the selection 
ii. Identify appropriate criteria to satisfy a goal 
iii. Identify where appropriate, sub-criteria under each criterion. This is 

represented in Table 1.  
The factor analysis produced 44 variables, which loaded on 14 different 

constructs. We further grouped the related constructs into six major criteria, namely: 
cost, functionality, system flexibility, usability, quality and vendor service. 
  

Table 1: IT Project evaluation criteria hierarchy 
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BUDGET 

(BUDG) 

A1: Service speed of the system  

B1: Defined organization policies relating to systems and vendors 

C1: Project budget  

COST OF  

IMPLEMENTATION 

(COST) 

A2: Installation and implementation of the software/hardware  

B2: License cost  

C2: Cost of hardware  
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MODULE CONTENT 

(MODL) 

A3: Number of modules on distributed tiers of the s/w 

B3: Number of modules on separate server 

C3: Number of independently modules 

D3: Number of workstation provided 

E3: Provision of reference site by vendor 

EASE OF  

CUSTOMIZATION 

(CUST) 

A4: Customizable fields in modules of the s/w 

B4: Customizable report produced by the s/w 

C4: User Interface type 

D4: Communication standards provided by the system 

INTEROPERABILITY 

 & COMPLETENESS 

(NTRP) 

A5: Availability of modules in the s/w 

B5: Completeness of the software 

C5: Interoperability of the system with other systems 

S
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ty

 SYSTEM  

ADAPTABILITY  

(ADPT) 

A6: Openness of the software 

B6: Parameter in the settings of the settings 

C6: Adaptability in the system to the organization’s environment 

SYSTEM INTEGRATION 

(INTG) 

A7: Platform Independence 

B7: upgradability of the system 

C7: Ease of integration with other IS 

U
sa
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li

ty
 

USER INTEREST 

(USINT) 

A8: User interest in s/w 

B8: Willingness of the user to use the system 

USERS EXPERIENCE 

(EXPR) 

A9: User experience in the problem area of the s/w system 

B9: Professional qualification of the users of the system 

C9: familiarity of user with the IT tools provided by the system 

D9: Length of experience of user of the system 

EASE OF USE (EASE) A10: Ease of use of graphical interface 

B10: Ease of operation of s/w and hardware 
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Table 1 cont. 
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RELIABILITY (RELB) A11: Stability of both s/w and h/w 

B11: Recovery ability in case of failure 

SYSTEM EFFICIENCY 

(EFFCY) 

A12: Main storage constraint of the system 

B12: Service execution time of the system 

C12: Strength of communication devices 

V
en

do
r 

S
er

vi
ce

 

VENDOR EXPERIENCE 

(VDEX) 

A13: Length of experience of vendor 

B13: Warranty provided by the vendor 

C13: Past business experience of vendor 

VENDOR TECHNICAL 

KNOWHOW (VDTK) 

A14: Ease of implementation of the system 

B14: Good implementation service 

C14: Technical business skills of vendor/developer 

D14: Internal technical knowledge of the vendor/developer 

 
Step two  analysis phase 
Establish a priority model by identifying the relative importance of criteria 
through pairwise comparison. The pairwise comparison is done from the top 
level of the hierarchy to the bottom level to establish the overall priority index. 
Measurement of preferences involves a pairwise comparison of evaluation 
variables, which are verbal statements about the strength of importance of  
a variable over another, represented numerically on an absolute scale. The 
comparison is done from the top level of the hierarchy to the bottom level in 
order to establish the overall priority index. 

Let P(i, j) be a pairwise comparison of two elements i and j; 
where {i, j} Є nk (nk = node k of the AHP tree). 

The larger the value of P(i, j), the more i is preferred to j in the priority rating. 
The following rules govern the entries in the PWC. 

Rule 1: P(j, i) = [P(i, j)]-1
     (1≤ P≤ 9) 

Rule 2: If element i is judged to be of equal importance with element j , then  
P(i, j) = P(j, i) = 1; in particular, P(i, i) = 1 for all i. 

 

 

 

 

 

 

 

(1) 
 
(2) 
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The pairwise comparison (PWC) matrices for levels 2 and 3 criteria are 
shown in Table 2. 

Table 2: Levels 2 and 3 PWC matrix 
 

  

Cost (CO) Functionality (FU) 
System 

Flexibility 
(SF) 

Usability (US) Quality (QA) 
Vendor 

Service (VS) 

  BUDG COST MODL CUST NTRP ADPT INTG USINT EXPR EASE RELB EFFCY VDEX VDTK 

CO 
BUDG 1.000 1.210

0.140 0.215 0.180 0.172 0.390 
COST 0.827 1.000

FU 

MODL 

7.148 

1.000 0.383 0.291

2.896 2.037 1.898 5.278 CUST 2.614 1.000 1.122

NTRP 3.432 0.891 1.000

SF 
ADPT 

4.643 0.345 
1.000 1.099

0.719 0.574 2.687 
INTG 0.910 1.000

US 

USINT 

5.560 0.491 1.392 

1.000 4.648 1.000

0.917 3.552 EXPR 0.215 1.000 0.221

EASE 1.000 4.526 1.000

QA 
RELB 

5.811 0.527 1.742 1.090 
1.000 0.763

3.955 
EFFCY 1.311 1.000

VS 
VNDEX 

2.566 0.189 0.372 0.282 0.253 
1.00 0.518 

VNDTK 1.929 1.00 

Consistency 0.0049 0.0175 0.0012 0.0093 0.0038 0.0025 

Consensus 80.4% 70.4% 88.1% 79.2% 84.6% 86.2% 

 
The single-lined cells show the pairwise comparisons for the level 2 factors. 

For example, a comparison of cost (CO) and Functionality (FU) shows a value 
of 0.140, but functionality against cost shows a value of 7.148. This implies that 
functionality is considered more important than cost by a factor of 7.148 out  
of 9. The diagonal (double-lined) boxes are the level 3 pairwise comparison 
matrices. The first is the PWC matrix for the cost factor, while the second 
diagonal box is the PWC matrix for the functionality factor. Within the 
functionality factor, ease of customization (CUST) is almost equally valued as 
interoperability and completeness (NTRP) – 1.122 and 0.891 respectively. 

Data for the pairwise comparison matrices were obtained from twenty 
domain experts, who were involved in software projects, either as members of 
the project management team, or involved in the software acquisition decision. 
The data were analyzed using Expert Choice software, and AHP templates 
obtained from http://bpmsg.com. It was important to determine the level of 
group consensus among the raters. The last row of Table 2 shows group 
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consensus of 70% and above, which validates the utility of the evaluations. One 
other measure that is important, is the consistency ratios of the pairwise 
comparison matrices. The ability of AHP to test for consistency is one of the 
method's greatest strengths. The AHP view of consistency is based on the idea of 
cardinal transitivity. For example, if criteria A is twice as important as criteria B, 
and criteria B is three times as important as criteria C, then it would imply (by 
perfect cardinal consistency) that criteria A be considered six times more 
important than criteria C. If the domain experts (participants) judge criteria A to 
be less important than criteria C, it implies that a judgmental error exists, and the 
prioritization matrix is inconsistent. Our results show consistency ratios which 
meet the Saaty (1977) threshold of 0.1. 
 
Step three  synthesis 
This involves the computation of eigenvalues and the eigenvector. Synthesis 
yields the percentage of relative priorities, which is expressed in a linear form to 
give the eigenvector. The implication of the eigenvector is that it expresses the 
relative importance of an attribute over another in the minds of the decision 
maker. The eigenvalues and eigenvector provide a means of obtaining linear 
relationships among the evaluation variables. Expert Choice was used to 
synthesize the pairwise comparison judgments. It involves the computation of 
the eigenvector, which presents linear relationships among the evaluation 
variables; thus, establishing the priority model. 

The level 2 software evaluation criteria give an eigenvector, λ1, while the 
level 3 criteria produce the eigenvector, λ2 for each factor, and the level 4 criteria 
produce the eigenvector, λ3 for each sub factor (variable). λ1, combines with the 
column vector of level 2 factors to give the project evaluation factor index for 
level 2 criteria (PEFI1), while λ2, combines with the column vector of the level 3 
sub factors to give the project evaluation factor index for level 3 criteria (PEFI2) 
and λ3 combines with the column vector of the level 4 variables to give the 
evaluation factor index for level 4 criteria (PEFI3) as shown in (3), (4), (5). Thus, 
it is possible to evaluate the software project at various levels of factor 
abstractions. At a higher level, the evaluation could involve just the level 2 
criteria (cost, functionality, flexibility, usability, quality, and vendor services). 
Alternatively, an organization may decide to evaluate their software project in 
terms of the level 3 factors (Module Content, User’s Experience, Vendors 
Technical Know-how, Ease of Customization, Vendor Experience, System 
Adaptability, User Interest, Interoperability and Completeness, Reliability, 
Organizational Budget, Ease of Use, Integration, Cost of Implementation, 
System Efficiency), or in terms of the 44 level 4 sub-factors/variables. 
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PEFI1 = λ1 A1 
where A1 is the column vector of the level 2 criteria. This gives the PEFI1 as:  
 

PEFI1(GOAL) = 0.035(COS) + 0.353(FXN) + 0.141(FLX) +0.194(USA) 
+0.22(QUA) + 0.06(VES) 

 

PEFI2 = λ2 A2 
where A2 is the column vector of the level 3 criteria. This gives the PEFI2 as:  
 
PEFI2(CO) = 0.541(BUDG)+0.453(COST) 
PEFI2(FU) = 0.143(MODL)+0.425(CUST)+0.431(NTRP)  
PEFI2(SF) = 0.524(ADPT)+0.476(NTRP) 
PEFI2(US) = 0.45(USINT)+0.098(EXPR)+0.449(EASE) 
PEFI2(QA) = 0.433(RELB)+0.567(EFFCY) 
PEFI2(VS) = 0.341(VDEX)+0.659(VDTK) 
 

If the evaluator decided to utilize the level 3 factors as the unit of evaluation, 
then the evaluation weights for the factors would be as shown in Table 3, which 
is a linear relationship that takes in the qualitative evaluation of the software 
project on a numeric scale, to produce an overall evaluation index. The 
summation of the priority weights is 1. 
 

Table 3: Level 3 Factors Priority Weights 
 

Level 1: 

Goal 
Level 2: Criteria Level 3: Factors Priority Weight 

IT
 P

ro
je

ct
 E

va
lu

at
io

n 

Cost 
Organizational Budget (BUDG) 0.0189 

0.0348 
Cost of Implementation (COST) 0.0159 

Functionality 

Module Content (MODL) 0.0505 

0.3526 Ease of Customization (CUST) 0.1500 

Interoperability and Openness (NTRP) 0.1521 

System 

Flexibility 

System Adaptability (ADPT) 0.0739 
0.141 

System Integration (INTG) 0.0671 

Usability 

User Interest (USINT) 0.0873 

0.1934 User Experience (EXPR) 0.0190 

Ease of Use (EASE) 0.0871 

Quality 
Reliability (RELB) 0.0953 

0.22 
System Efficiency (EFFCY) 0.1247 

Vendor Service 
Vendor Experience (VDEX) 0.0205 

0.06 
Vendor Technical Know-How (VDTK) 0.0395 

 

(3) 
 
 
 

(4) 
 
(5) 
 
 
 
 
 
(6) 
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It is evident from Table 3 that Functionality had the highest local priority 
weight of 35.29%, while Cost and Vendor Services had the least priority weights 
of 3.47% and 6.26% respectively The Pareto graph (Figure 2) shows the 
contributions of each factor to the overall evaluation, and clearly points to the 
importance of Functionality and Quality factors, which in total, contribute to over 
50% of the factor weightings in the software evaluation and acquisition decision mix. 
 

 
Figure 2: Pareto chart of level 3 factors 
 

Usually, it should be possible to evaluate any software project, based on the 
level 3 factors; however, organizations that are very process heavy, may decide 
to further granulate the evaluation into the level 4 sub-criteria. In that case, the 
project evaluation factor index is given as: 

PEFI3 = λ3 A3 
where A3 is the column vector of the level 4 criteria. This gives the PEFI3 as:  
 

PEFI3(BUDG) = 0.576(SES)+0.229(DEP)+0.196(PRB) 

PEFI3(COST) = 0.67(INI)+0.11(LIC)+0.22(COH) 

PEFI3(MODL) = 0.038(NMD)+0.411(NMS)+0.152(NIM)+0.184(NOW)+0.215(POR) 

PEFI3(CUST) = 0.052(CUF)+0.487(CUR)+0.197(INT)+0.264(CST) 

PEFI3(NTRP) = 0.090(AOM)+0.595(COT)+0.315(INO) 

PEFI3(ADPT) = 0.088(OPE)+0.436(PIS)+0.476(AIS) 

PEFI3(INTG) = 0.312(PLI)+0.197(UPG)+0.491(EIT) 

PEFI3(USINT) = 0.481(UIN)+0.519(WTU) 

PEFI3(EXPR) = 0.052(UEP)+0.407(PQU)+0.393(FRU)+0.147(LOU) 

PEFI3(EASE) = 0.552(EGI)+0.448(EOP) 

PEFI3(RELB) = 0.50(STS)+0.50(RAB) 

PEFI3(EFFCY) = 0.077(MAS)+0.644(SET)+0.279(SOC) 

PEFI3(VNDEX) = 0.114(LOE)+0.184(WPV)+0.701(PBE) 

PEFI3(VNDTK) = 0.055(EOI)+0.159(GIS)+0.437(TBS)+0.349(ITK) 

(7) 
 
 
 
 
 
 
 
 
(8) 
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Combining (4), (6) and (8), we produce the following Aggregate Project 
Evaluation Factor Index (APEFI) , which serves as a linear equation for the 
evaluation of any given software project:  
 
APEFI = 0.011(SES) + 0.004(DEP) + 0.004(PRB) + 0.011(INI) + 0.002(LIC) + 

0.003(COH) + 0.002(NMD) + 0.021(NMS) + 0.008(NIM) + 0.009(NOW) + 0.011(POR) + 

0.008(CUF) + 0.073(CUR) + 0.030(INT) + 0.04(CST) + 0.014(AOM) + 0.091(COT) + 

0.048(INO) + 0.007(OPE) + 0.032(PIS) + 0.035(AIS) + 0.021(PLI) +0.013(UPG) + 

0.033(EIT) + 0.043(UIN)+0.045(WTU) + 0.001(UEP) + 0.008(PQU) + 0.007(FRU) + 

0.003(LOU) + 0.048(EGI) + 0.039(EOP)+0.048(STS) + 0.048(RAB) + 0.01(MAS) + 

0.080(SET) + 0.0348(SOC) + 0.002(LOV) + 0.004(WPV) + 0.014(PBE) + 0.002(EOI) + 

0.006(GIS) + 0.017(TBS) + 0.014(ITK)  
 
3  Model evaluation and results 
 
To test the evaluation system, we visited ten organizations to identify the 
individual(s) who had the competence to make decisions on software projects 
based on: 1) their positions in the respective organizations, and 2) involvement 
in information systems projects. In some organizations, we identified more than 
one person who had the competence. In such situations, an individual was 
requested to coordinate the group decision process in arriving at one group 
evaluation for their existing major software system or a software project being 
proposed by the organizations. Our goal was to collect simple data that would be 
useful in testing the utility of the AHP model for evaluation of software projects. 
A survey was administered to each organization that agreed to participate in the 
evaluation exercise. The survey utilized the 44 level 4 evaluation variables and 
provided the evaluators with a five-point linguistic Likert scale (poor, fair, good, 
very good, excellent). The snap shot of results of the final evaluation are shown 
in Appendix 1.  

The APEFI was applied to data in Appendix 1 to obtain the final evaluation 
of each organization’s software system. This was done through the following:  

Si =

  
where: Si is the evaluation score of organization i, 
Rik is the rating of organization i on variable k, 
Xk is the APEFI value of variable k, 
n is he number of level 4 evaluation variables. 
 

k

n

k
ik XR

1

(9) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(10) 
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An illustration using organization 1 is given below: 
APEFI = 0.011(4) + 0.004(3) + 0.004(4) + 0.011(3) + 0.002(4) + 0.003(4) + 0.002(4) + 

0.021(5) + 0.008(3) + 0.009(4) + 0.011(3) + 0.008(3) + 0.073(3) + 0.030(3) + 0.04(4) + 

0.014(5) + 0.091(4) + 0.048(4) + 0.007(4) + 0.032(2) + 0.035(3) + 0.021(2) +0.013(5) + 

0.033(4) + 0.043(4)+0.045(3) + 0.001(4) + 0.008(5) + 0.007(3) + 0.003(5) + 0.048(4) + 

0.039(4)+0.048(4) + 0.048(4) + 0.01(4) + 0.080(3) + 0.0348(4) + 0.002(4) + 0.004(4) + 

0.014(3) + 0.002(3) + 0.006(4) + 0.017(3) + 0.014(3) = 3.444. 
 

The summary of the evaluation results, before and after the application of the 
AHP model is presented in Table 4. 

 
Table 4: Evaluation summaries 

 

Organization 
Pre-AHP Evaluation Post-AHP Evaluation 

total score rank total score rank 
1 165 3 3.47 5 

2 167 2 3.58 4 

3 141 8 2.91 9 

4 140 9 3.17 6 

5 201 1 4.43 1 

6 164 4 3.94 2 

7 126 10 2.81 10 

8 143 7 3.00 8 

9 145 6 3.06 7 

10 159 5 3.69 3 

 
The results show that the application of AHP refined the initial evaluations by 

taking into cognizance, the priorities attached to the evaluation variables. After the 
application of AHP, organization 4, 6, and 10 had improvements in the rankings of 
their information systems, while organizations 1, 2, 3, 8 and 9 saw a drop in the 
ranking of their information systems; organizations 5 and 7 did not see any change 
in the ranking of their system; organization 5 being the best and organization 7 
being the worst. While the primary aim of this paper was not to rank individual 
organization’s software systems, we used this to demonstrate the utility of the 
system in ranking various vendors’ proposals. Organizations could also apply the 
AHP model in the evaluation of their existing information systems.  

The AHP model also reveals the relative importance of various factors in the 
software/vendor evaluation process. The results show that functionality, quality 
and usability are very critical in the software evaluation decision, while cost and 
vendor service rank low in decision process. We briefly discuss the findings, 
relating to the level 2 evaluation criteria. 
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Cost 
 

Cost had a priority weight of 3.48%, the least weight among the evaluation 
factors, which implies that the cost of a software project proposal is not 
considered very critical in the evaluation and selection of software projects 
presented by vendors. This aligns with the research presented in Jain et al. 
(2008) and in Khan et al. (2011) where cost was not found to be the driving 
factor in the process of selecting vendors for software development. Also, in Lai 
et al. (1999) cost was found to be relatively unimportant in software selection 
process. Client organizations need to lay more emphasis on the other evaluation 
factors with the view to selecting an appropriate software project proposal that 
best satisfy the needs of the client organization (i.e. end users), and improves the 
quality of work they perform (Lai et al., 1999). It is worthy to note that 
organizations are more willing to accept the cost of software project in so far as 
the functionality and quality meet their requirements (Khan et al., 2011). 
According to Stefanou (2001), client organization works within its budget; 
however, if a software solution is found to provide the organization with best 
service, there will be the need to strike a cost balance in order not to play down 
on other software factors such as quality, functionality, effectiveness, efficiency etc.  
 
Functionality 
 

Functionality had the highest priority weight of 35.26%, which makes it a key 
factor in choosing software solutions for organizations. Functionality relates with 
the functional requirements of the client organization; thus, if a software project 
proposal, based on the client’s judgments, has a high functionality rating, there is 
the tendency that such software would likely meet most of the organization’s 
functional requirements. Khan et al. (2011) and Lai et al. (1999) considered 
excellent functional behavior of a given software solution to be key determinants 
in the software selection process. In this study, the following sub-factors were 
considered under functionality: module content, ease of customization, 
interoperability and openness. The highest level 3 criteria priority weights were 
recorded by ease of customization (15.0%) and interoperability and openness 
(15.2%). Many organizations are moving toward enterprise resource planning 
(ERP) software systems, and consider software interoperability to be a very crucial 
attribute in software evaluation (Bertram et al., 2016; Keil and Tiwana, 2006).  
 
System Flexibility 
 

The priority weight for system flexibility was 14.1%. The elements considered 
under flexibility were system adaptability (ADPT) (0.0739) and system 
integration (INTG) (0.0671). These are non-functional requirements that have 



                                               Development and Evaluation of an AHP Model… 

 
121

some level of significance in the selection of software solutions for company 
services. The importance of system flexibility, especially in ERP environments 
has been emphasized in Atal et al. (2016), Khan et al. (2011), Uzoka et al. 
(2008), Uzoka (2009) and aligns with the need to have systems that could easily 
be adapted to meet the dynamic needs of organizations. 
 
Usability 
 

This is a non-functional requirement having priority value of 19.34%. The 
priority attached to usability underscores the need for user friendly systems, 
which has been severally emphasized in literature such as Abdelaziz et al. 
(2016), Lewis (2014), Uzoka (2009). In emphasizing the importance of usability 
of software systems in the overall performance of the organization, the authors 
in Engelbrecht et al. (2017) noted that business managers often underestimate its 
impact on processes and people; and further suggested that organizations 
embrace the culture of usability testing and training, especially with enterprise 
systems. It was recommended in Lewis (2014) that software practitioners should 
emphasize iterative formative (rather than summative) usability testing, using one of 
the available standard usability instruments, as a means of improving objective and 
perceived usability. The usability factors identified in our study [User Interest 
(0.0873), User Experience (0.0190) and Ease of Use (0.0871)] have been severally 
recognized in technology adoption as having significant impacts on the potential 
user’s intention to adopt technology (including software). 
 
Quality 
 

Software quality has one of the high priority weights (22%) in the AHP model, 
pointing to its importance in the software evaluation process. Since organizations are 
prepared to invest in information systems, they would obviously expect high value 
from such investments, especially in a global software landscape that is 
characterized by many vendors and products. Finding a product that is suitable for 
the organization’s needs is a key challenge in the software selection process. Our 
study further emphasizes the quality factors of reliability and efficiency, which 
account for 9.53% and 12.47% respectively of the level 3 evaluation factor weights. 
The importance of quality factors in the software evaluation process is emphasized 
in ALMohiza et al. (2016), while Uzoka et al. (2008) found quality to be of utmost 
importance in the selection of ERP systems. 
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Vendor Service 
 

The experience of vendors vis-à-vis their technical know-how cannot be 
underestimated while considering vendors to choose for a given project  
(Al-Harbi, 2001; Jain et al., 2008). The priority weight of vendor service 
attribute is the second lowest compared to other factors (priority weight = 0.06). 
This presents an interesting result, which is at variance with previous studies that 
emphasized the importance of vendor’s support and technical know-how in the 
software selection process (Jain et al., 2008; Uzoka et al., 2008). Similar to cost, 
vendor service seems not to matter so much, especially because many medium to 
large organizations have in-house technical competence to manage and maintain 
their software system.  
 
4  Limitations 
 
Data sample used for this study was small, which could impact on the 
generalization of our model. Moreover, we did not consider implementation 
process for selected software project. A wrong implementation process by the 
client organization could be responsible for failed software solution in an 
organization. Therefore, a future research could incorporate an implementation 
framework that focuses on the cause and effect relationship that software project 
selection process activities/results have on the implementation process. We also 
note that the AHP model was developed using pairwise comparison information 
provided by experts in software project management. This model could be better 
generalized with a larger number of domain experts in various project 
environments, with a good diversity of constraints. 
 
5  Conclusion  
 
This study provides organizations with valuable knowledge that would prompt 
them to make significant changes in the manner in which they currently proceed 
with the selection of any software project proposal, which in turn, could result in 
substantial savings in terms of economics (actual costs, time, and improved 
administrative procedures). The proposed system will enable: 1) active 
involvement of the users in the client organization in the software selection and 
development process; 2) the software vendor to have intimate relationship with 
the entire management of the client organization, thus minimizing potential 
challenges during users’ requirements gathering; 3) users to easily accept, adopt 
and understand and use the software when deplored. This study has helped to 
provide significant criteria that management of organizations could utilize to 
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evaluate the IT solutions proposed by IT vendors and these criteria align with the 
terms in the IT procurement policy presented in IT Procurement Policy (2005). It 
helps to enrich the knowledge of client organizations on the theoretical and 
practical principles of the selection process for valuable IT application package 
with the ultimate goal of end-user satisfaction. AHP through its structured 
hierarchy of decision levels and pair wise comparison of elements for value 
judgment is more effective than utility models and scoring charts in working 
with semi-quantitative data as realistic inputs to the priority-setting agenda. They 
help to overcome in a significant way, the fuzzy nature of quantitative 
information related to deliverable, logistics, and outcome. In the resource 
constrained situation of the developing countries, AHP provides a vital tool to 
select and rank projects based on judgmental evaluation through peer ratings. 
AHP provides a comprehensive and rational framework for structuring  
a decision problem, for representing and quantifying its elements, for relating 
those elements to overall goals, and for evaluating alternative solutions. It also 
considers a set of evaluation criteria, and a set of alternative scenarios among 
which the best decision is to be made. It generates a weight for each evaluation 
criterion and scenario according to the information provided by the decision 
maker. AHP is effective in dealing with complex decision making because it 
reduces complex decisions to a series of pairwise comparisons and reduces the 
bias in the decision-making process because it also checks the consistency of the 
decision maker’s evaluations. The system proposed in this study could be scaled 
with more data, to a generalizable level that could serve as a standard model for 
software system evaluation and selection. 
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Appendix 1 
 

Raw Evaluation of Organizational Software Systems 
 

Variables GPW DM1 DM2 DM3 DM4 DM5 DM6 DM7 DM8 DM9 DM10 
A1 0.011 4 4 4 3 3 3 3 4 3 4 
B1 0.004 3 3 3 3 4 3 3 4 2 3 
C1 0.004 4 4 4 3 5 3 4 4 4 4 
A2 0.011 3 4 4 3 5 3 4 4 3 3 
B2 0.002 4 4 4 2 5 3 4 3 3 4 
C2 0.003 4 3 3 2 5 3 4 3 4 3 
A3 0.002 4 4 5 3 5 3 4 5 5 4 
B3 0.021 5 5 4 3 5 3 4 5 5 4 
C3 0.008 3 3 3 3 4 3 3 3 2 3 
D3 0.009 4 4 4 4 4 3 3 5 3 4 
E3 0.011 3 4 3 4 4 3 3 3 3 4 
A4 0.008 3 4 3 4 3 5 3 3 3 4 
B4 0.073 3 3 2 3 3 5 3 3 3 3 
C4 0.030 3 3 3 3 5 5 3 3 3 3 
D4 0.040 4 4 2 3 5 5 3 4 3 4 
A5 0.014 5 5 3 4 5 5 3 4 4 5 
B5 0.091 4 4 3 3 5 5 3 3 3 4 
C5 0.048 4 4 2 4 5 4 3 4 2 4 
A6 0.007 4 5 3 3 4 4 3 5 4 4 
B6 0.032 2 3 2 4 3 4 2 2 3 2 
C6 0.035 3 3 2 4 4 4 2 2 3 3 
A7 0.021 2 3 2 4 4 3 2 2 2 3 
B7 0.013 5 4 3 2 4 3 2 3 3 4 
C7 0.033 4 3 3 2 5 3 3 3 4 4 
A8 0.043 4 2 3 2 5 3 3 4 3 4 
B8 0.045 3 3 3 2 5 3 2 3 1 5 
A9 0.001 4 4 3 3 5 3 3 4 3 3 
B9 0.008 5 5 4 4 5 4 4 5 4 4 
C9 0.007 3 4 3 3 4 4 3 3 3 3 
D9 0.003 5 5 4 3 4 5 3 4 5 5 

A10 0.048 4 5 3 3 4 4 3 4 4 5 
B10 0.039 4 5 4 3 5 5 3 3 4 5 
A11 0.048 4 4 5 4 5 5 3 3 3 4 
B11 0.048 4 5 4 4 5 5 3 3 4 4 
A12 0.010 4 5 4 4 5 4 3 3 4 4 
B12 0.080 3 3 2 4 5 4 3 2 3 4 
C12 0.035 4 4 3 4 5 4 3 3 4 4 
A13 0.002 4 4 2 3 5 5 3 2 3 3 
B13 0.004 4 3 3 3 5 3 3 3 3 2 
C13 0.014 3 4 4 3 5 3 3 3 3 3 
A14 0.002 3 2 2 3 5 3 2 2 3 2 
B14 0.006 4 4 4 3 5 3 3 3 4 3 
C14 0.017 3 3 3 3 5 3 3 2 3 2 
D14 0.014 3 3 4 3 5 3 3 3 4 3 

TOTAL 1.005 165 167 141 140 201 164 126 143 145 159 
RANK  3 2 8 9 1 4 10 7 6 5 

 

Key: GPW = Global Priority Weight, DM1…DM10 represent the system evaluations by the ten decision 
makers (DM) in the sampled organizations. 
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Abstract 

 

As an example of a successful application of a relatively simple 
metaheuristics for a stochastic version of a multiple criteria optimisation 
problem, the inventory-allocation problem is discussed. Stochastic 
programming is introduced to deal with the demand of end consumers. It has 
been shown before that simple metaheuristics, i.e., local search may be a very 
competitive choice for solving computationally hard optimisation problems. 
In this paper, robust optimisation approach is applied to select more 
promising initial solutions which results in a significant improvement of time 
complexity of the optimisation algorithms. Furthermore, it allows more 
flexibility in choosing the final solution that need not always be minimising 
the sum of costs. 

 

Keywords: robust optimisation, local search, stochastic programming, distribution. 
 
1 Introduction 
 

New metaheuristics paradigms are introduced and are getting popular in recent 
years and in recent decades because NP-hard problems provide challenging 
optimisation tasks (Talbi, 2009; Aarts and Lenstra, 1997; Sorensen et al., 2016). 
Despite of the dramatic increase of available computational power, the need for 
heuristic methods remains because also the size of practical problems to solve 
increases. While it is widely accepted that the most successful heuristics are 
those that use the very properties of a particular problem and the domain, it is 
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not so commonly believed that simple metaheuristics are expected to be 
overperfoming the more complicated ones (for further discussion, see Žerovnik, 
2015, 2003). In the talk given by one of the authors at the 8th International 
Workshop on Multiple Criteria Decision Making, arguments and examples were 
provided supporting the claim. A very general theoretical argument (Ferreira and 
Žerovnik, 1993) is that any local search asymptotically outperforms the often 
used heuristic simulated annealing (Kirkpatrick et al., 1983), on any problem (!). 
We mention here three examples. The first example of a simple local search type 
heuristic is the “remove and reinsert” heuristic that has been applied to the 
traveling salesman problem (Brest and Žerovnik, 1999), the probabilistic 
traveling salesman problem (Žerovnik, 1995), the resource-constrained project 
scheduling problem (Pesek et al., 2007) and the job shop scheduling problem 
(Zupan et al., 2016). The second example is the Petford-Welsh algorithm 
(Petford and Welsh, 1989), a heuristic for graph 3-colouring based on the 
antivoter model (Donelly and Welsh, 1983), that has later been applied to 
various generalised colouring problems including the k-colouring (Žerovnik, 
1994), frequency assignment (Ubeda and Žerovnik, 1997), and very recently to 
the clustering problem (Ikica et al, 2019). For details of the close relation of the 
Petford-Welsh algorithm to the Boltzman machine and the simulated annealing 
algorithm, see Žerovnik (2000). The last example that will be elaborated in more 
detail in this paper is the application of local search heuristics to the inventory- 
-allocation problem.  

The rest of the paper is organised as follows. Inventory allocation in a supply 
chain is introduced in section 2. In section 3, the formal definition of the 
problem is given and the robust optimisation approach that extends our previous 
heuristics is described. The new approach allows a sizeable improvement in 
computation speed, as shown by the results of a computational experiment on  
a realistic example described in section 4. Conclusions are given in section 5. 
 
2  Inventory allocation in a supply chain  
 
A typical retail supply chain consists of one or several warehouses that distribute 
products to several stores, which have to deal with stochastic demand patterns. 
The idea is to align the decisions, reflecting the ordering policies that in retail 
companies are usually taken independently by several decision makers. On the 
one hand, we are dealing with warehouse managers, whose orders are naturally 
based on the price and availability of a product. On the other hand, we have store 
managers, whose orders are usually based on the actual requirements of the 
merchant. The ordered quantities from the external suppliers depend therefore on 
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the stock market prices and not on the actual requirements. Of course there are 
many situations with higher or lower stock levels, causing overstocking effects 
or lost sales (state of stock-out with possible lower sale realisation).  

In our previous research paper (Vizinger and Žerovnik, 2019) we have 
presented the idea of an on-going optimisation approach. In this approach we 
first find a tactical plan and then (re)define some strategic and operational 
decisions. Tactical planning for a chosen period (month, season, etc.) defines the 
appropriate inventory levels in warehouses and stores, and consequently the 
allocation of resources among retail facilities. The replenished quantities are 
defined on the operational level using the difference between the actual 
inventory and the pre-defined maximum level of a certain store inventory. Since 
the tactical plan already determines the necessary stock levels, the demand of the 
warehouses becomes more or less deterministic. With precise tactical planning, 
retailers may be able to contract constant supply quantities, which may result  
in a lower unit price and the corresponding higher profit. At the stores’ side  
of the supply chain, precisely pre-defined inventory levels prevents stock 
accumulation, which may result in increased product quality and a related 
customer service level.  

The model for product flow coordination in a retail supply chain that was 
introduced in Vizinger and Žerovnik (2019) considers optimisation of three 
criteria (distribution costs, overstocking effects and lost sales). While the costs 
are estimated on the basis of the expected demand, only the distribution cost can 
be calculated for the quantities predicted. On the other hand, both types of 
supply risk (overstocking effects and lost sales) are unknown a priori. Although 
the last two cannot appear at the same time (they are mutually exclusive), it is 
reasonable to deal with each of the three costs separately. On the one hand, we 
consider a single-item lot sizing problem and, on the other hand, a resource 
allocation problem. The stochastic model introduced in Vizinger and Žerovnik 
(2019) is the first that tackles the coordination problem at the tactical level of 
planning. The inventory-allocation problem may be seen as a generalized 
material flow problem, where the goal is to minimise the distribution costs of 
goods delivered from some supply points to a number of destination points 
(Anholcer, 2016). Below we refer to the combined inventory-routing problem, as 
there exist similarities to our inventory-allocation problem.  

For the inventory-routing problem, the literature introduces mostly the use of 
mixed integer optimisation, multi-objective optimisation and stochastic 
programming (e.g., Liu and Papageorgiou, 2013; Grossman and Guillén- 
-Gosálbez, 2010). The idea is to find an appropriate policy with minimal costs of 
distribution, minimal overstocking effects and maximal customer service level. 
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Liu and Papageorgiou (2013) interpret customer service level as the percentage of 
customer demand satisfied on time. Lower customer service level therefore causes 
lost sales or lost customers, and this results in profit loss of the supply chain.  

Most of the applied stochastic models are two-stage programs, and are used 
to deal with demand uncertainties when assigning probability distributions 
(Franca et al., 2010). A stochastic transportation problem may be transformed 
into a deterministic one by removing the demand constraints, which are used to 
introduce a new cost function related to the expected extra cost (resulting in  
a difference between the delivered amount and the actual demand). Although 
risk is measured in our paper with the cost metric, the direct and indirect costs 
should not be summed up, because they have a totally different origin. As 
opposed to the well-known lot-sizing models or the Newsvendor approach (for 
coordination of the supply chain flow), we are not limited to use only a simple or 
a weighted sum of the criteria considered.  

Beside stochastic programming and heuristics solution procedures, Grossman 
and Guillén-Gosálbez (2010) introduce robust optimisation and probabilistic 
programming. In many cases we are not able to identify the underlying 
probability distributions or such a stochastic description may simply not exist 
(Sarimveis et al., 2008). In such a situation it is reasonable to fit a suitable 
probability distribution for each parameter based on an expert’s subjective 
knowledge derived from past experiences and feelings. Uncertain data are 
therefore unknown but bounded quantities, while constraints are satisfied for all 
realisations of the uncertain parameters. In robust programming, not every 
scenario represents a feasible solution. Once an uncertainty is realised, the 
solution obtained from robust optimisation ensures that constraints are satisfied 
with a certain probability.  

The optimisation problem that arises from the model is a computationally 
hard problem. For time prohibitive stochastic programs, the use of heuristic 
approaches (which provides good feasible solutions) have become very popular. 
Several versions of the local search heuristics were adopted in Vizinger and 
Žerovnik (2019), including iterative improvement (a basic form of local search), 
tabu search and threshold accepting. The best performance was shown by the 
tabu search heuristic that proved to provide very good solutions on the instances 
tested. However, the computational time for a single product instances of 
moderate size is considerable. Even though these calculations are to be 
performed only occasionally, it is important to have a faster method if possible.  
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3  Formal definition of the problem 
 
We represent the coordination problem for a retail supply chain product flow as 
a multi-objective discrete optimisation problem. A typical retail supply chain 
consists of one or several warehouses ݅ ∈ (1, … ,   who deliver products to (ܫ
a number of stores ݆ ∈ (1, … ,   is theݔ where ݀ܿ is the distribution cost, and ,(ܬ

quantity of the product distributed. There are two types of vertices: ܽ represents 
a given fixed supply available at each origin or warehouse, and ܥ represents  

a fixed inventory holding capacities of stores. In addition, we are given the 
demand of the stores as random variables ܾ. In other words, we model the 
customers’ shopping habits with random variable ܾ with some probability 

distribution that is not known a priori. Here we consider discrete distributions 
and assume that we are given hypothetical distributions based on past experience 
(managers’ knowledge, information from the system) and/or intuition.  

A feasible solution ܺ is given by the matrix ܺ =  ൧∈ூ,∈, (1)ݔൣ

where ݔ is the amount transferred from warehouse ݅ to store ݆. A solution ܺ is 
feasible if it satisfies the inventory holding capacity of stores ܥ, and complies 

with the supply available at each origin or warehouse ܽ.  
A possible sale realisation is represented by the scenario, described by vector ܮ = ൣ ݈൧, where ݈ is the fixed scenario realised at store ݆. 

 
3.1  Optimisation criteria 
 
Given a scenario ܮ, the cost of overstocking effects ܱܵ is calculated as: ܱܵ(ܺ, (ܮ =(ݔ − ݈) ∙ ܿைௌ  (2)

and the cost of lost sales ܵܮ is defined as:  ܵܮ(ܺ, (ܮ =( ݈ −ݔ ) ∙ ܿௌ . (3)

In (2) and (3), ܿைௌ	is the cost of overstocking effects for a unit of product at 
store ݆, and ܿௌ is the cost of lost sales for a unit of product at store ݆. Here we 
can optimise only the expected values because the optimisation criteria depend 
on the a priori unknown values of the future sales. The expected cost of 
overstocking effects is represented as the weighted sum of the costs over all 
scenarios:  ܧ(ܱܵ(ܺ)) =(ܮ) ∙ ܱܵ(ܺ, ,(ܮ  (4)



                                                                Robust Optimisation Metaheuristics… 

 
133

where (ܮ)	is the probability of scenario ܮ. Similarly, for the expected cost of 
lost sales:  ((ܺ)ܵܮ)ܧ =(ܮ) ∙ ,ܺ)ܵܮ (ܮ . (5)

As indicated in Introduction, the relationship between the decision criteria is 
often represented by a (weighted or simple) sum of criteria. However, when 
defining the general mathematical model, we wish to consider the multi- 
-objective optimisation problem in a more general and somewhat more natural 
way. The stochastic model and experimental study are described in detail in 
Vizinger and Žerovnik (2019). Note that the goal function to be minimised in the 
local search procedure was defined at first as a sum of the criteria. Simple local 
search heuristics have been shown to provide near optimal solutions of very 
good quality in a reasonable time (Vizinger and Žerovnik, 2019, 2018). 
Nevertheless, when larger instances and, in particular, when more products are 
considered, the computational time may be large, therefore we adopted the 
robust optimisation approach in order to restrict attention to a subset of 
promising feasible solutions. In short and roughly speaking robust optimisation 
here means that we attempt to speed up the optimisation procedure by focusing 
first on the two criteria modelling the risk and considering the third criterion 
only in the case when the first two are within reasonable bounds. In this way, 
costly optimisation of the distribution cost that involves linear programming is 
avoided. The optimisation criteria remain the same, but the set of feasible 
solutions and thus potential Pareto optimal solutions is reduced to those which 
have bounded risk costs. A preliminary report on this research, the robust 
optimisation approach for tactical planning of a retail supply chain product flow 
was announced in an extended abstract by Vizinger, Kokolj and Žerovnik 
(2017). Here we outline the entire solution procedure and test the model on 
a real-life instance. 
 
3.2  Robust optimisation 
 
A robust optimisation approach is performed in four consecutive steps (see 
Figure 1), where we first generate an initial solution (having at most some 
percent of lost sales or overstocking effects realisation). After examination of  
a limited number of testing scenarios, we iteratively seek solutions with minimal 
supply risks. For the set of best solutions (with minimal supply risk) we evaluate 
the distribution costs. This approach is closely related to robust programming, at 
least as regards the generation of scenarios. Moreover, the objective function to 
be minimised is no longer in the form of a sum of all three costs (as is the case in 
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the exact solution approaches and previously used heuristics), but the criteria are 
rather placed in the hierarchy way. This allows us to exclude time prohibitive 
linear programming from the iterative improvement, which greatly speeds up the 
heuristic solution procedures. 
 

 
 

Figure 1: Four steps of a robust optimisation approach 
 
3.2.1  Generating an initial solution 
 
At first, an initial solution (or, it may be known from past experience) is 
generated at random. Let us assume that we know the future sales (in reality, 
actual demand is known a posteriori), given in a vector ݈ = ൣ0, … , ݈(݉)൧, where ݈(݉) represents the last possible (maximal) sold quantity at store ݆. Each ݈ is 

assumed to take a limited number of values, and so may take the maximal 
possible value as does the maximal past sale (defined with the random variable ܾ). Recall that the possible sale realisation is given by a scenario described in 
vector ܮ = ൣ ݈൧, where ݈ is the quantity needed at store ݆. 

As indicated above, we first generate a scenario ܮ and use ܺ(ܮ) as the initial 
solution. Here ܺ(ܮ) is the optimal solution of the linear problem solving the 
deterministic transportation problem corresponding to scenario ܮ. A solution ܺ 
represents the distribution plan given in a matrix, presented in expression (1). 
 
3.2.2  Robust conditions 
 
In contrast to the previous approach (see Vizinger and Žerovnik, 2019), the 
initial solution ܺ is further checked for coincidence with the specified robust 
criteria (maximum allowable supply risks). In particular, here this means that the 
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initial solution must allow at most 25% of overstocking effects and/or with at 
most e.g. 30% of lost sales realisation. If the solution generated does not fit,  
a new solution is generated at random, until a feasible fitting solution is obtained. 
Note that if we assume that the probability distributions of ܮ are given by 
(independent) random realisations of the random variables ݈ (defined by ܾ), the 

probability of a scenario ܮ is clearly:  (ܮ) =ෑ(݆, ݈) . (6)

We calculate the expected overstocking effects for the solution generated 
initially as well as for the last possible solution (maximal distributed quantities). 
If the ratio of ܧ൫ܱܵ(ܺ)൯ for the solution tested to ܧ൫ܱܵ(ܺ)൯	for the last possible 
solution is less than some pre-defined percentage (for example 25%), we may, 
with reasonable confidence, accept the solution generated initially. Furthermore, 
we may search for feasible solutions with at most e.g. 30% of lost sales, where 
we consider the ratio of ܧ൫ܵܮ(ܺ)൯ for the tested solution to ܧ൫ܵܮ(ܺ)൯ for the 
first possible solution (having minimal distributed quantities). Note that 
solutions with higher probability for sales realisation are more likely to be 
generated. 
 
3.2.3  Tabu search 
 
The iterative improvement phase proceeds along the lines of our previous 
experiments, i.e. the tabu search heuristic is applied because this procedure had 
the best performance when several local search based heuristics were tested (see 
Vizinger and Žerovnik, 2019, 2018). Tabu search generates a random neighbour 
(random selection of a store and a random change of the amount to be 
delivered), and moves to the new solution based on the difference in the goal 
function. The goal function is improved if it is minimised compared to the 
objective function value of the previous solution. The objective function to be 
minimised is represented here as a sum of supply risks ܧ൫ܱܵ(ܺ)൯ +  .൯(ܺ)ܵܮ൫ܧ
The best known solutions are reported as the final results.  
 
3.2.4  Evaluation of the solutions 
 
For the solutions with minimal supply risks we then solve a linear program and 
evaluate the distribution costs ܥܦ(ܺ). The preferred solution may be the one 
that appears most often in the set of solutions (with minimal supply risks): 
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min∈ఞ ቀܧ൫ܱܵ(ܺ)൯ + ൯ቁ, (7)(ܺ)ܵܮ൫ܧ

or the one with minimal total costs (trade-off between the direct and indirect 
costs): min∈ఞ ቀܧ൫ܥܦ(ܺ)൯, ൫ܱܵ(ܺ)൯ܧ + ൯ቁ. (8)(ܺ)ܵܮ൫ܧ

The choice of the best solution depends on the decision-maker’s requests and 
preferences. If we are selling a product of higher value, the retailer would 
naturally like to minimise the supply risks costs and he might choose the 
solution obtained with equation 7. On the other hand, if we are selling a product 
of lower value, we would like for the solution to have minimal total costs (so we 
may sum up the costs in equation 8). If a highly demanded product with a rather 
low value is under investigation, we want the solution with minimal different 
types of costs (thus we observe separate direct distribution costs and indirect 
supply risks as presented in equation 8). We wish to stress that we have more 
options and the right one should be chosen on the basis of the decision maker’s 
preferences. 

Finally, in the robust optimisation approach we check the best solutions 
whether they satisfy the inventory holding capacities of stores ܥ, and whether 

they do not exceed the supplies available at each origin or warehouse ܽ. If none 
of the solution is feasible, we check the next set of the best solutions from the 
tabu search solution procedure. 

 
4  Numerical example 
 
The numerical example deals with the distribution of a non-substitutable 
perishable product from the fruit and vegetable program, i.e., bananas. Retailers 
usually sells products through stores of multiple formats; in our analysis we 
focus on the largest store format: megamarket. We assume that megamarkets 
have the most complete and well maintained databases regarding stocks, orders, etc.  

The idea of this analysis is to set up a tactical plan for the selected sub-season 
of the chosen summer season. Actual sales data were statistically analysed and 
we found out that there are eight selling seasons (for the banana sales) and each 
of these we may further divide into at least three sub-seasons. In the selected 
summer season (July-August) we distinguish four sub-seasons (Monday- 
-Wednesday, Thursday, Friday-Saturday, Sunday). In our example we set up  
a tactical plan for Fridays and Saturdays of the selected summer season. 

The retailer distributes bananas between two warehouses and several 
hundreds of stores (we focus on 18 megamarkets and disregard other store 
formats). The chosen product (bananas) is packed into basic units (packages), 
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each weighting 18 kg. We assume that transportation between warehouses and 
stores is provided once per day, and that the stores may order only a whole 
number of packages, as a package is a basic transportation unit. For a unit of 
product (package) we use cost estimates (in €) for daily distribution (transport, 
warehouse) and supply risks (overstocking effects, lost sales). Costs are 
estimated on the basis of the interviews with practitioners from the company: ܿ = €0.02/package/km, ℎ௪ = €0.25/package/day, ℎ௦ = €0.5/package/day, ܿைௌ = €5/package/day, and ܿௌ = €6/package/day. We also estimate 
entries ݀ of the distance matrix (in km) which are used to calculate the 

transportation costs ൫ܿ = ܿ ∙ ݀൯. Note that the distribution cost (storing and 
transportation) from warehouse ݅ to store ݆ per unit is computed to be: ݀ܿ =ܿ + ℎ௪ + ℎ௦.  

Sales are recorded in kilograms of product sold. Because only whole numbers 
of packages can be distributed, kilograms into packages have to be converted 
first. Since one package of bananas weights approximately 18 kg, we cannot fill 
the distribution classes with integers only, but need to divide them, e.g., into 
quarter, half, three-quarter and an entire package. For the case of megamarket 13 
the sales distribution for Fridays and Saturdays of the summer season is shown 
in Figure 2. As we can see, megamarket 13 will sell up to ten packages of 
bananas in the chosen sub-season, and most probably it will sell between six and 
eight packages per day. Similar results hold true for other stores. When defining 
demand distributions we found out that all the stores considered have 20 to 75 
sales possibilities (demand classes), and there are 8.6 ∙ 10ଶ possible scenarios 
or sales realisations in total. 

For the stochastic model we have first tested the basic local search solution 
procedures (iterative improvement, tabu search, threshold accepting and  
a combination of all three) and showed that they are very efficient when 
addressing the inventory-allocation optimisation problem (Vizinger and 
Žerovnik, 2019, 2018). The convergence curve of the tabu search heuristic is 
shown in Figure 3 (note that here the objective function is represented by the 
sum of all three criteria). Since the tabu search turns out to be the most reliable 
among all the heuristics tested, we integrated this solution procedure into the 
robust optimisation approach. Instead of optimisation of the sum of criteria, we 
optimise the goal function that is defined as follows. First we optimise the cost 
of risk, which is the sum of two criteria: the expected lost sale cost and the 
expected overstock cost. Only feasible solutions with low cost of risk are then 
considered and their transportation costs are computed. Of course, we might 
optimise the criteria in some other way (hierarchy); for some systems it is 
perhaps important to minimise only the overstocks in the first stage of the 
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optimisation procedure. Therefore, we may argue that the final decision about 
the importance of the criteria should be made by the decision makers and that 
their interactive involvement is definitely desirable.  
 

 
 

Figure 2: Example of a probability distribution for Fridays and Saturdays of the summer season 
 

In the robust optimisation approach we first generate a scenario ܮ, and use ܺ(ܮ)	as the initial solution, where ܺ(ܮ) is the optimal solution of the linear 
program solving the deterministic transportation problem corresponding to 
scenario ܮ. For the initial solution we first check if it coincides with the 
capacities and limitations of the warehouses and stores. For the initial solution, 
the first possible (minimal distributed quantities) and the last possible scenarios 
(maximal distributed quantities) we calculate the supply risks and check the 
robust conditions. In our case we request that the solution have at most 30% of 
the expected overstocking effects, as well as at most 30% of expected lost sales. 

The robust optimisation approach was run 10 times for 1000 iterations. 
Figure 4 represents the iterative solution procedure (note that here the objective 
function is represented by the sum of expected overstocks and expected lost 
sales). As we can see, the expected supply risks amount up to €209 (€105 for 
overstocks and €104 for lost sales). The best solution from the tabu search 
procedure (without considering a robust 4-step approach) corresponds to the 
scenario with supply risk costs that amount up to €223.3 (€44.7 for overstocks 
and €178.6 for lost sales). Regarding the minimisation of supply risks, the 
criteria hierarchy definitely outperforms the simple tabu search procedure that 
uses only a simple or weighted sum of all criteria.  
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Figure 3:  Convergence curve of the tabu search solution procedures (for a realistic case).  
The cost is the sum of expected risk costs and the distribution cost 

 
For the best ten solutions (from the iterative improvement) we solve the 

linear program and evaluate the distribution costs. It turns out that the best 
solution with at most 30% of overstocking effects and at most 30% of lost sale 
realisations corresponds to the solution with total costs of €708 (distribution 
costs and supply risks). Nevertheless, although this solution has higher total 
costs by approximately €41 in comparison to the solution from the tabu search 
with the sum of the criteria (see also Figure 3), it has lower supply risk costs. 
Supply risks are also much more balanced (1:1 as compared to the previous 
result 1:4). The solution obtained by the robust optimisation approach  
is represented by matrix ܺ, with 2 rows (2 warehouses) and 18 columns  
(18 megamarkets): 

 ܺ = ቂ12.5 10.5 17.750 0 0 				9.75 22.75 14.00 0 0 				 0 8.25 012.0 0 6.75				8.5 0 00 25.25 11.0				 0 0 10.07.5 7.75 0 				11.0 20.25 9.750 0 0 ቃ 
 

From the distribution plan we see that the first warehouse should supply most 
of the megamarkets and the second warehouse, megamarkets 7, 9, 11, 12, 13 and 
14. In the case of megamarket 13 we note that the appropriate stock level for 
Fridays and Saturdays of the summer season is seven and a half packages, while 
with the previous approach we have obtained six and a half packages. Note that 
we can distribute only a whole number of packages, so in this case we would 
distribute the difference between the needed level (the result from tactical 
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planning) and the actual stock level, rounded up to the closest integer. We see 
that with the robust optimisation approach the distributed quantities are higher, 
as are also distribution costs and overstocking effects. As opposed to this, the 
costs of lost sales are lower and, most importantly, the costs of supply risk are 
balanced. The solution obtained can be also called a balanced or compromised 
solution. 

 
 
Figure 4:  Convergence curve of a robust optimisation approach (for a realistic case).  

The cost is the expected risk costs 
 

Algorithms have been implemented in a Python environment (the code was 
not optimised). Search runs were done on an Intel Xeon E3-1230 v3 (8M Cache, 
3.3 GHz) processor. For the experimental case of 100 stores, 10 demand classes, 
8 initially selected solutions and with 10 000 tabu search iterations performed 
for each solution, the basic tabu search computation (without considering  
a robust 4-step approach) took 40 minutes, and the robust computation took 
roughly 15 seconds. With the incorporation of robust criteria and criteria 
hierarchy, we have significantly increased the computation speed. Here we need 
to note that computational time increases when the number of stores changes, 
while the number of demand classes does not affect significantly the complexity 
of the problem.  
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5  Conclusion 
 
This paper presents the robust optimisation approach for the inventory-allocation 
problem, which is appropriate for tactical planning of a retail supply chain 
product flow. We have considered a product whose sales figures are independent 
from those of other products. First, we randomly generated an initial solution 
(representing a distribution plan with defined inventory levels and allocation of 
resources), having at most some pre-defined percent of supply risk realisation 
(robust conditions). Then we used a tabu search algorithm to search for solutions 
with minimal supply risks (overstocking effects and lost sales). In a previous paper 
we have shown that local search, the most basic metaheuristics, is a very competitive 
choice. In fact, the tabu search was shown to be very efficient, therefore we have 
incorporated this solution procedure into the robust optimisation approach.  

The initial solution was further evaluated by taking into the account also the 
distribution costs assessments. It was shown that exclusion of time prohibitive 
linear programming from the iterative improvement solution procedure greatly 
speeds up the computations. Therefore, the implementation that improves 
separately the distribution cost and the cost of risks is definitely reliable and also 
allows interactive decision making (e.g. defining robust criteria or choosing an 
appropriate cost function for optimisation). 

From the general introductory discussion, we can conclude that the example 
discussed here is another argument supporting the claim that simple (meta)heuristics 
are usually a competitive choice when solving hard optimisation problems.  

There are many interesting directions for future research. First of all, we will try 
to upgrade the model to deal with the distribution plans of the substitutable products. 
Of course, the optimisation problem will be harder, therefore we might also consider 
possible improvements of the heuristic solution procedure. For future research we 
also left out the natural extension that would include a dynamical self-adapting 
mechanism. Here the comparative model for the operative planning is one of the 
interesting research avenues, where the distribution quantities are going to be 
defined with a difference between an actual inventory and the pre-defined maximum 
level of a certain inventory (resulting from tactical planning). 
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1 Introduction 
 
This study proposes a systematic approach to helping Poland and the European 
Union identify strategic objectives to improve their status as compared to similar 
economies, using a combination of statistics and dominance-based rough set 
approach (DRSA). The approach began with a selection of statistical data drawn 
from various references. The selected variables included in our database were 
grouped into four different perspectives, namely: political, economic, 
sociological and technological. The countries were then ranked from each 
perspective, to obtain a weighted average. The final step was the use of DRSA to 
identify decision rules and conditions applicable specifically to Poland. These 
conditions represent strategic objectives that could be pursued in order to 
improve the development of this country relative to others in the EU.  
 
1.1  Review of the literature 
 
Proposed initially by Pawlak (1982, 1991) and then by Pawlak and Slowinski 
(1994), the rough set theory is a mathematical tool devised to support decision- 
-making processes. Since its introduction, it has been used in many fields such as 
medicine, banking, engineering, learning, location selection, pharmacology, 
finance, market analysis and economics (Pawlak, 2002; Greco et al., 1999, 2001; 
Zaras, 2004; Zaras et al., 2012; Ho et al., 2016; Renaud et al., 2007; Marin et al., 
2014; Prema and Umamaheswari, 2016; Songbian, 2016; Emam et al., 2017). It 
was later extended by Greco, Matarazo and Slowinski (2001, 1999) and renamed 
“dominance-based rough set approach”. Zaras then enlarged it to include mixed 
data, such as deterministic, probabilistic and fuzzy sets (2004). The purpose of 
the present study is to use DRSA to identify strategic policies that EU decision 
makers and leaders could implement in order to stimulate the development of the 
EU or of any of its member nations. For this purpose, 22 variables were selected, 
which were categorized as political, economic, sociological or technological. 
DRSA is expected to aid the decision maker to prioritize strategic objectives, 
based on actual data and results obtained for Poland.  
 
1.2  Interactive approach 
 
The proposed interactive approach (Figure 1) begins with the selection of 
indicators representing the four perspectives: political, economic, sociological 
and technological. The next step is to collect data from various databases. The 
multicriteria classification is then carried out to divide the countries into three 
categories for geographical analysis and production of the decision table. The 



         K. Zaras, J.-Ch. Marin, B. Trudel 

 
146 

DRSA method is then used to obtain the decision rules by induction, followed by 
the strategic objectives to be recommended by the central decision-maker 
(CDM), who implements the actions intended to improve a country’s position in 
the ranking. Once actions are completed at the local decision-maker (LDM) 
level, an audit should be carried out to verify whether or not the ranking has 
indeed improved. For this purpose, the CDM returns to data collection and 
multi-criteria classification. 
 

 
 

Figure 1: Interactive approach 
 
2  Multicriteria classification 
 
To obtain data for the 22 variables considered in this study, we searched the 
websites of the World Bank (2018), the United Nations (2018) and also the 
International Institute for Strategic Studies (2018) during the period from 
January 2018 to March 2018.  
 
2.1  Political, economic, sociological and technological indicators 
 
Data were categorized in one of the four perspectives, namely: political, 
economic, sociological and technological (PEST) as summarized in Table 1. 
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Table 1: Summary of the PEST indicators considered in this study 
 

Perspective  

or measurement 
Definition Indicator 

↑ = higher 

is better 

↓ = lower is 

better 

Poland 

Political     

1.1 Global Peace Index Number of deaths resulting directly from internal conflict 

involving at least one governmental armed force (2017) 
Scale 1-5 ↓ 1.676 

1.2 Military expenditure Cash outlays of central or federal government to meet the 

costs of national armed forces (2017) 
Scale 1-5  1.922 

1.3 Corruption perception index Based on ranking of countries according to the extent to 

which corruption is believed to exist (2017) 
Scale 0-100 ↑ 62 

1.4 Global competitiveness index Competitiveness along various axes (2017) Scale 1-7 ↑ 4.59 

1.5 Ease of doing business index Ease of completing business transactions (2017) World rank ↓ 27 

1.6 Women in government Proportion of seats held by women in national parliaments 

(2017) 
% ↑ 28 

Economic     

2.1 Adjusted net national income  

per capita 

Adjusted net national income per capita (Current USD, 

2017) 
$ ↑ 10,617.14 

2.2 GNP per capita Gross national product per capita (USD Constant, 2016)  $ ↑ 15,074.73 

2.3 GNI per capita Gross national income per capita Atlas method (Current 

USD, 2016) 
$ ↑ 12,690 

2.4 Unemployment Unemployment, total (% of labor force, 2017) % ↑ 5.1 

2.5 Exports of G&S Exports of goods and services (% of GNP, 2017) % ↑ 52.26 

Sociological     

3.1 Life expectancy, female Life expectancy at birth, female (years, 2017) Years ↑ 82.2 

3.2 Life expectancy, male Life expectancy at birth, male (years, 2017). Years ↑ 74.4 

3.3 School age Average age when schooling is terminated (2017) Years ↑ 16 

3.4 Urban population Percentage of the population living in urban areas (2017) %  60.53 

3.5 Adolescent fertility  Number of births per 1,000 women aged 15-19 (2017) Number ↓ 13.03 

3.6 Intentional homicides Death inflicted deliberately on a person by another person 

(2017) 
Scale 1-5 ↓ 1.35 

Technological     

4.1Productivity of academia Number of scientific articles published per 1 000 000 

persons (2017)  
Number ↑ 157.38 

4.2 Internet use Percentage of active population using the Internet (2017) % ↑ 73.3 

4.3 Fixed Internet  Fixed broadband Internet subscriptions per 100 persons 

(2017) 
Number ↑ 19.22 

4.4 Secure Internet Secure Internet servers per million persons (2017) Number ↑ 763.73 

4.5 Mobile phones Mobile cellular subscription per 100 persons (2017) Number ↑ 146.21 
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We thus selected six political, five economic, six sociological and five 
technological indicators. The political indicators are mostly complex, taking into 
account the opinions of international groups of experts, panels and think tanks. They 
are published every year; for example, the Global Peace Index is published by the 
Institute for Economics and Peace, military expenditure by the International Institute 
for Strategic Studies, the Corruption Perceptions Index by Transparency 
International, the Global Competitiveness Index by the World Economic Forum, the 
Index of ease of doing business by the World Bank, and so on. In Table 1, the values 
of the indicators are given for 2017, except for GNP and GNI, which are given for 
2016. The status of Poland is indicated in the rightmost column.  
 
2.2  Formulation of the multicriteria problem 
 
Our first task was to obtain the overall ranking of the 28 countries based on the 22 
indicators or criteria. This was then repeated for each perspective according to the 
respective criteria. This approach can be described using the AXE model, where: 

A is a finite set of countries ai, i = 1, 2… 28; 
X is a finite set of criteria Xk, k = 1, 2… 22 or of criteria Xkj for each perspective j, 

where kj = 1, 2… nj and Σnj = 22 
E is the set of evaluations measured by indicators ei,k with respect to criterion Xk 
or indicators ei,kj with respect to criterion Xkj for each perspective j. 

The weighted average rank method was used to obtain the ranking of the 
countries. They were ranked from the most to the least preferable with respect to 
each indicator in relation to each criterion. Thereafter, since the weights of the 
indicators were considered equal at the outset, we calculated the weighted 
average rank for each country. This enabled us to obtain the ranking of the 
countries with respect to a given perspective as well as for the overall 
classification.  

For each perspective j, the weighted average of country i,  
 
ೕݎ  = ݓೕೕ ೕ (1)ݎ

 

The overall weighted average of country i, 
ݎ  = ݓ  (2)ݎ

 

where: wk is the weight of criterion k and wkj
 for perspective j; rki a rank of 

country i with respect to criterion k and rkji
 for perspective j. 
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Having obtained the rankings for the 28 countries, overall and for each 
perspective, the next step was to group them into categories A, B and C, as 
shown in Table 2. 

From this table, we can deduce the following heuristic rules for our sorting task: 
category A countries earn an A score for at least two perspectives; category B 
countries receive at most one C score; category C countries receive a C score for at 
least two perspectives. Table 2 shows that Poland currently earns an overall B score. 
Decision makers may propose to take actions designed to improve its ranking 
relative to the rest of the European Union. By extracting decision rules, the DRSA 
explanatory method allows us to identify the criteria that are most relevant to 
achieving this as well as the critical values that need to be reached.  

 
Table 2: Overall classification of the 28 UE countries, based on the four perspectives 

 

Overall European Union State Political Economical Sociological Technological 
A Netherlands A A A A 

A Denmark A A A A 

A Sweden A A A A 

A Luxembourg B A A A 

A Austria A A A A 

A Finland A B A A 

A Germany A A B A 

A Belgium A A A A 

A United Kingdom B A B A 

A Ireland A A B B 

B Spain A C A B 

B Slovenia B B B B 

B Malta C A B B 

B France B B B B 

B Czech Republic B B B B 

B Portugal A C B B 

B Italy C B A B 

B Estonia B B C A 

B Cyprus C B B B 

B Poland B C B B 

C Greece C C A C 

C Lithuania B C C B 

C Hungary B B C C 

C Slovak Republic C B C C 

C Latvia C C C B 

C Croatia C C C C 

C Bulgaria C C C C 

C Romania C C C C 
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2.3  Geographical analysis 
 
Geographical analysis shows that the countries graded as category A are located 
mostly in northern Europe, the exception being Austria, which is in central 
Europe. The countries graded B are located in western, central and southern 
Europe, except for Estonia. The countries graded C are located in eastern and 
southern Europe. 
 

 
 

Figure 2: Geographical analysis of the overall classification of the 28 UE countries 
 
3  Applying the dominance-based rough set approach  

to determining strategic developmental objectives for Poland 
 
This approach consists of searching for a reduced set of attributes that ensures 
the same quality of object classification as does the original set of attributes. In 
rough set theory, the decision problem is represented by a decision table whose 
rows represent the objects while the columns represent the attributes (Table 3). 
 

Table 3: Decision table 
 

 X1 … Xm D 
a1 e[(a1),1] … e[(a1),m] e(a1) = {A, B, or C} 

a2 e[(a2),1] … e[(a2),m] e(a2) = {A, B, or C} 

… … … … … 

an e[(an),1] … e[(an),m] e(an) = {A, B, or C} 
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In our approach, the objects are the 28 countries; two types of attributes are 
used: conditional and decisional. The conditional attributes represent the values 
of the indicators, and we have only one decisional attribute, which is represented 
by the grade category, A, B or C in the overall classification or with respect to  
a given perspective.  
 
3.1  The decision rules 
 
To obtain the decision rules, we used 4eMka2 software, which was developed by 
the Intelligent Decision Support Systems Laboratory (IDSS) at the Computing 
Science Institute of the Poznan University of Technology (Greco et al., 1999). 
Rules for the four perspectives combined are presented below in Table 4. Since 
we were interested in the most significant combination, we kept only rules with 
a minimal relative strength of 25% and those that were limited to three 
conditional criteria. 
 

Table 4: Decision rules for all perspectives combined 
 

# Decision rules Condition 1 
1 Decision ≥ A Corruption Perception Index ≥ 73 

2 Decision ≥ B Mobile cellular subscriptions ≥ 146.21 

3 Decision ≥ B GNI per capita ≥ $19,880 US 

 
Rule 1 indicates that in order to earn a category A score, the Corruption 

Perception Index (CPI) must be at least 73. Rules 2 and 3 indicate that to be 
scored as category B, the number of mobile phones subscriptions per 100 
habitants needs to be greater than 146.21 or GNI per capita at least $19,880.  

Poland is thus potentially upgradable from B to A based on Rule 1, by 
improving its CPI to at least 73. We also know from the sorting problem that to 
move to category A, at least two perspectives must be scored A, and no C score 
is allowed. Table 5 describes the rules for each of the four PEST perspectives. 

In the economic perspective, Poland received a C score. To upgrade to B, 
gross national income and exports of goods and services should be improved at 
the same time (Rule 13). 

In the political perspective, Poland could improve the Perception of 
Corruption Index, which should be at least 90, or improve the competitiveness 
index, since the Ease of Doing Business condition is met. Cutting military 
spending is incompatible with Polish government’s strategy. 
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Table 5: Decision rules for each PEST perspective 
 

# Decision Rule Condition 1 Condition 2 Condition 3 

 
Political  

Perspective 
   

4 Decision ≥ A Corruption index ≥ 90   

5 Decision ≥ A 
Competitiveness index ≥ 

5.65 

Ease of doing business ≤ 

28 
 

6 Decision ≥ A 
Military expenditure ≤ 

1.47 

Women in government ≥ 

30.6% 
 

7 Decision ≥ B 
Military expenditure ≤ 

1.47 

Ease of doing business ≤ 

52 
 

 
Economic 

Perspective 
   

10 Decision ≥ A Unemployment ≤ 3.8% GNI per capita ≥ $43,850  

11 Decision ≥ B 
Export of goods and 

services ≥ 121.58% 
  

12 Decision ≥ B GNI per capita ≥ $56,990   

13 Decision ≥ B 
Export of goods and 

services ≥ 82.87% 
GNI per capita ≥ $41,820  

 
Sociological 
Perspective 

   

14 Decision ≥ A Years of schooling ≥ 19 
Adolescent fertility ≤ 6.38 

per 1000 
 

15 Decision ≥ B Homicide ≤ 1.25   

16 Decision ≥ B Years of schooling ≥ 19   

17 Decision ≥ B Homicide ≤ 1.25 
Adolescent fertility ≤ 6.38 

per 1000 

Urban population ≥ 

59.28% 

 
Technological 

Perspective 
   

18 Decision ≥ A Scientific articles ≥ 378.35   

19 Decision ≥ A 
Mobile phones ≥ 148.68 

per 100 persons 
  

20 Decision ≥ B 
Mobile Phones ≥ 129.95 

per 100 persons 
  

21 Decision ≥ B 
Mobile phones ≥ 111 per 

100 persons 

Fixed Internet ≥ 38.01 

subscriptions per 100 
 

 

In the sociological perspective, Poland could upgrade to category A by 
increasing years of schooling and reducing adolescent fertility. From the 
technological perspective, Poland could increase spending on research, which 
would increase the number of scientific papers, or it could increase the number 
of mobile phones. The strategic objective should be formulated to introduce the 
quantitative notion of increasing the value of the indicator to satisfy the 
condition based on the decision rule in relation to the current level. 
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4  Strategic decision-making 
 
In this section, we show the practical application and usefulness of the decision 
rules for achieving sustainable political, economic, sociological and 
technological development in Poland. The decision rules set targets for the 
improvements specified in the strategic objectives. These targets are based on 
the statistical data used to extract the decisional rules.  
 
4.1  Strategic objectives and measurements of performance 
 
Table 6 describes various strategic objectives that would be appropriate for 
Poland. The decision rules set the targets that must be reached for each 
objective. It is possible that some decision rule conditions are already satisfied, 
in which case the objective would be to maintain them at their current values. 
All other values become objectives that would elevate the status of Poland from 
B to A. It is important to note that Poland is in category C economically and that 
at least two objectives listed in this perspective would have to be achieved. 
 

Table 6: Strategic objectives and targets for Poland 
 

All perspectives Strategic objective 1 Strategic objective 2 Strategic objective 3 

Decision rule #1 

Improve the corruption 

perception index by 11 

points 

  

Political perspective Strategic objective 1 Strategic objective 2 Strategic objective 3 

Decision rule #2 

Improve the corruption 

perception index by 28 

points 

  

Decision rule #3 

Improve the 

competitiveness index by

at least 1.06 points 

Maintain the ease of doing 

business below 28 

(currently 27) 

 

Decision rule #4 
Reduce military expenditure 

by 0.46 points 

Improve the proportion of 

seats held by women in 

national parliaments by 

2.6%. 

 

Economic perspective Strategic objective 1 Strategic objective 2 Strategic objective 3 

Decision rule #5 
Reduce unemployment by 

1.3% 

Improve the gross national 

income by $31,160 per 

capita 

 

Decision rule #6 

Improve exports of goods 

and services by 69.32% of 

GNP 

  

 



         K. Zaras, J.-Ch. Marin, B. Trudel 

 
154 

Table 6 cont. 
 

Economic perspective Strategic objective 1 Strategic objective 2 Strategic objective 3 

Decision rule #7 

Improve the gross national 

income by $44,300 per 

capita 

  

Decision rule #8 

Improve exports of goods 

and services by 30.61% of 

GNP 

Improve the gross national 

income by $29,130 per 

capita 

 

Sociological 

perspective 
Strategic objective 1 Strategic objective 2 Strategic objective 3 

Decision rule #9 
Increase schooling by 3 

years 

Reduce adolescent fertility 

by 6.65 per 1000 
 

Technological 

perspective 
Strategic objective 1 Strategic objective 2 Strategic objective 3 

Decision rule #10 

Increase by 220.97 the 

number of scientific articles 

published per 1 000 000 

persons 

  

Decision rule #11 

Increase mobile cellular 

subscriptions by 2.47 per 

100 persons 

  

 
1) In the overall classification, Poland could move from category B to A by 

increasing its Corruption Perception Indicator by at least 11 points. 
2) For economic classification purposes, rules 6 and 7 are extremely demanding, 

while rule 8 would be easier to satisfy. Poland could upgrade from C to B by 
increasing GNI per capita by $29,130 and increasing exportations of goods 
and services by 30.6% of GNP. 

3) From the political perspective, upgrading from B to A status by rule 3 would 
be easier for Poland provided that the ease of doing business index were 
maintained at its current level while the competitiveness index increased by 
at least 1.06 points.  

4) From the sociological perspective, it is clear that Poland needs to increase 
schooling by at least three years and reduce its adolescent fertility index by at 
least 6.65 per 1000 to move from B to A status. 

5) From the technological perspective, Poland could upgrade from B to A status 
most easily by focusing on rule 11, since there would be relatively few 
obstacles to increasing the number of mobile phone subscriptions by 2.47 or 
more per 100 persons. 
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5  Conclusions 
 
In this study, it was shown that DRSA can be used to obtain a classification of 
European Union countries for the purpose of designing strategic goals intended 
to improve their political, economic, sociological and technological status. The 
decision rules showed the boundary values defining each category and the 
criterion values which were used to assign Poland to its category.  

Overall, the Polish government appears to be effective. It is fighting 
corruption and the CBA agencies or others doing similar work have met with 
success in reducing the VAT gap. 

The most direct way for Poland to improve its status would be to increase its 
GDP and per capita GNI. This would be achievable only in the long term. 
According to the data available, this would earn Poland an A classification, in 
line with the leading countries of the European Union. Per capita GNI would 
have to reach at least $43,850 and unemployment would have to be 3.8% or 
lower. A more realistic economic strategic objective that could be pursued in  
a shorter term would be to increase its exportation of goods and services.  

Strategic objectives in the political realm are very close to being attained 
thanks to laws and regulations implemented to improve the ease of doing 
business index and the competitiveness index. 

Our analysis indicates that the Polish government could further improve its 
political status by reducing its military expenditure index. However, in reality, 
the Polish government cannot do this because of its NATO obligations, which 
require raising military spending to 2.5% of GDP to ensure the security of the 
eastern front. 

Certain sociological improvements would upgrade the overall classification 
of Poland from B to A status, particularly in years of schooling and life 
expectancy. Efforts could be deployed also to reduce the adolescent fertility rate, 
even though the birth rate needs to be increased overall just to maintain the 
population. 

From the technological perspective, the objective of increasing the number of 
cell phones is very realistic even though considerable investment would be 
required to increase network capacity. 
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